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FOREWORD

“This book deals with phonology, the study of the sound systems of
language.” So begins this book which, true to its subtitle, is concerned
with both phonological theory and descriptive analysis, recognizing and
demonstrating that every phonological analysis is dependent on theory.

“The author’s main concern is to reveal “how speech sounds structure

" and function” in the languages of the world. All phonological theories
- ~~have this as their goal; alternative theories are critically examined in
- reference to this goal, The basic tenets of the theory of generative pho-
" ‘nology as proposed by Chomsky and Halle are set against the background
- of earlier phonologists like Trubetzkoy, Martinet, Jakobson, Sapir, Pike,

and Firth. The book thus illuminates the continuity and the breaks be-
tween past and present in phonological theory, providing the reader
with the theoretical and practical background necessary to understand
and analyze phonologlcal phenomena

The book’s primary aim is to serve as a textbook for students of lin-
guistics, but it is more than a textbook. The author objectively assesses
and summarizes what has been learned through the ages about the sound
systems of human language and also reveals some of the gaps in our
knowledge. This is not a book written by someone who has learned his
phonology from books; it is: written by a working phonologist who has
himself struggled with and contributed to phonological theory and anal-
ysis. The modifications in current phonological theory which he proposes
reflect the author’s intimate knowledge of the many languages he has
studied. For this reason, the book, while mtroductory in style and ex-
position and completely understandable by the novice, will also be of
interest to the advanced student and working phonologist.

Little previous knowledge of phonology is assumed; anyone with a
rudimentary knowledge of phonetics will have no difficulty. The tables
in the appendixes define all the symbols used; both IPA charts of pho-
netic symbols and distinctive feature matrices are provided.
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The book is comprehensive and detailed. Traditional and current con
cepts and technical terms, such as distinctiveness, redundancy, comple-
mentary distribution, neutralization, assimilation, dissimilation, phonetic
similarity, free variation, alternation, archiphoneme, segmental and se-
quential constraints, conjunctive and disjunctive ordering, alpha vari-
ables, are carefully explained and exemplified by language data drawn
from more than seventy languages from Akan to Zulu.

Phonology is organized into six chapters. Chapter 1 discusses the
basic distinction between phonetics and phonology, the notion of levels
of representation, and the Kinds of evidence which support theoretical
hypotheses and analyses. Chapter 2 deals with the basic building blocks
of phonology—distinctive features—and provides an historical view of
the development of distinctive feature theory. Binary and multivalued
features are discussed, as are the articulatory and acoustic correlates of
universal phonetic features. Chapter 3 covers alternative approaches to

phonological analyses and the nature of the “phoneme.” The abstract-.

ness of phonological representation is considered. In Chapter 4 the formal

representation of phonological analysis is presented. The notion of

simplicity is discussed in relation to the formal devices and ordering

relations between phonological rules that have been proposed in the
literature. In this chapter, some recent proposals for modifications of . -

generative theory—such as those dealing with global rules and deriva-
tional constraints—are considered. Chapter 5 deals with the concept of
phonological naturalness—of classes of sounds, phonological systems,
and rules. The development of the theory of “markedness” is discussed
in terms of both synchronic and diachronic “patural” systems and rules.

The first five chapters thus present a comprehensive view of segmental
phonology. Chapter 6, a special feature of the book, discusses supra-
segmental phenomena. Stress and tone, the kinds of units to which they
should be assigned, and the rules that affect them are considered. The
syllable, the morpheme, and the word as phonological units are examined,
and the concept of the transformational cycle is evaluated.

No description of the contents of this book, however, can suggest the
exciting discoveries about the nature of sound systems that await the
reader. :

VICTORIA A. FROMKIN
University of California, Los Angeles

PREFACE

. When faced with the task of teaching an introductory course in pho-
nology, a linguist must decide which of two strategies to follow. First,
one may choose to devote the course to one particular theory of phonol-
ogy, thc? theory that one personally esteems to be the most adequate—
or possibly the “right” approach to the field. Or, the linguist may choose
to reflect a wider range of views on the nature of sound systems, a sub-
ject that has inspired a number of different theoretical schools of thought.
In writing Phonology, my aim has been to present what I feel to be the
major advances in the study of phonology over the past several decades.
Though I cannot claim to have given each theorist the number of pages
deserv'ed, I have attempted to provide a historical perspective on the
evolution of phonological study. By incorporating many of the contribu-
1';ions of earlier scholars, as well as discussions of some currently debated
issues, I'hope I have produced an introduction to the field that is broad
enough to satisfy phonologists of different theoretical persuasions.
,Begause of the rapidly changing scope of phonology and because of
the diversity of opinions held about its nature, it is: impossible to satisfy
all teachers of phonology with one book. In addition, some phonologists
may not agree with the relative weight I have given various -topics.
Mo§t professors would probably agree that it is good to expose students
to different points of view. While some may prefer to make ““comparative

-phonological theory” a topic for graduate seminars, devoting more

elerpeqtary courses to one view of phonology, I have chosen to give the
beginning student a more general picture. This should, I hope, enable
§tudents to approach the phonological literature (much of which is cited
in the text) and make critical judgments on their own. The risk, of course,
is tha.lt §tudents may be discouraged by the fact that, as in other areas of
linguistics, most of the answers are yet to be found.

The last fifty years have taught us a lot about the way sound systems
work—and- it is expected that the next fifty years will be at least as ex-

vii
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citing. I hope that this introductory overview of phonology will contribute
to the development of the science.

e * L ]

" Research on the nature of stress and tone (Chapter 6) was supported

in part by the Miller Institute for Basic Research in 801ence, University

of California, Berkeley.
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this project.
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'WHAT IS PHONOLOGY?

1.1 Introduction

This book deals with phonology, the study of the sound systems-of
language. In the following chapters, a close look will be taken at the ways in
which various languages organize or structure different sounds. Since speech
sounds are used to convey meaning, sound systems cannot be fully understood
unless they are studied in a wider linguistic ‘context. A language learner, for
instance, must master the production and perception of the sounds of a
given language. He must also, however, learn when 1o use these sounds.
Thus, speakers of English must learn not only the sounds [k] and [s], which
are transcribed between phonetic brackets (see below), but also that the [k]
of opaque changes to [s] when the suffix -ity is added to form the word
opacity. This change of [k] to [s] is as much a part of the sound system of
English as is the fact that English contains the sounds [k], [g], [s]; and [z].

The goal of phonology is, then, to study the properties of the sound systems
which speakers must learn or internalize in order to use their language for the
purpose of communication. Thus, when approaching the sound system of a
language, it is necessary to study not only the physical properties of the
attested sounds (that is, how they are made and what their acoustic correlates
are), but also the grammatical properties of these sounds.
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1.2 Phonetics and Phonology

Since speech sounds are the product of human anatomy and phys-
iology, it is not suprising to find similarities across languages. In some cases
phonologists are tempted to claim certain wuniversals (or at least certain

tendencies) in the sound systems of the world. Thus, all languages appear to

have the vowel [a] in their inventory of sounds. Other vowel sounds, such
as [i] and [u], are extremely common in languages, but are not universal,
while still other vowel sounds, such as [ii], as in French rue [rii] ‘street,” are
much more restricted in their distribution in the world’s languages. In order
to explain why certain sounds occur more frequently than others, one turns
to the field of phonetics, the study of speech sounds. Within this field one
might first look to articulatory phonetics, the study of how speech sounds are
articulated or produced. It may be that certain sounds require less muscular
effort in their production than other sounds, and since the latter sounds
require greater effort, they are not as frequently found in languages. Nor,

as we shall see (1.5.2), are they learned as early in language acquisition as are-
sounds requiring less effort. On the other hand, one might look to acoustic.

Dphonetics, the study of the physical properties of the sounds that are produced
In this case, it may be that a certain sound is not as frequently found as
another because it is less acoustically distinct from other sounds. :

Phonology has been defined as the study of sound systems, that is, the ”
study of how speech sounds structure and function in languages. As we shall -
see, some speech sounds can be used in a language to distinguish words of

different meanings, whereas other sounds cannot. Thus, Trubetzkoy, one of

the founders of the Prague School of Linguistics, wrote (1939:10): “It is the ..

task of phonology to study which differences in sound are related to
differences in meaning in a given language, in which way the discriminative
elements. .. are related to each other, and the rules according to which they

may be combined into words and sentences,” A phonetic study tells how the

sounds of a language are made and what their acoustic properties are. A
phonological study tells how these sounds are used to convey meaning.

While it may be the case that phonetic explanations readily account for
the relative frequency of sounds, there are many issues in the study of speech

sounds which cannot be resolved by reference to phonetics alone. Because
speech sounds function to convey meaning, speakers sometimes have internal
or mental representations of sounds which are not identical with their

physical properties. That is, there is a psychological as well as a physical -

(phonetic) side to speech sounds. ,
In a phonetic study of a language, an inventory of sounds is provided,
Part of a phonetic study of English will include a statement that the sound

[6] occurs but that the sound [x] does not occur. Part of a phonetic study

12 What Is Phonology? 3

. of German, on the other hand, will include a statement that the sound [x]
" occurs but that the sound [0] does not occur. Phoneticians point out that
- “although speech is characterized by a (semi)continuous flow of sounds,
‘speakers segment this continuous speech signal into discrete units. If one

~were to look at an acoustic record of the pronunciation of the English word
ran (such as on a spectrogram), one would not observe a pause between the

, [1’3 and the [#], or between the [#] and the [n]. Nor would one find an
" abrupt change in the acoustic properties from one sound to the other.
- Instead, sounds blend into one another, creating transitions from one sound

- to another. In the above example, the lowering of the velum, which is

- necessary- for the pronunciation of the nasal consonant [n], begins before

- the tip of the tongue reaches the alveolar position required for the articulation

~ of this consonant. As a result, some of the acoustic properties of nasalization

~ which belong to [n] will be realized on the preceding vowel. Because of

_ such resulting transitions, it is impossible to delimit in all cases exactly where

- one sound begins and another ends. And yet, all speakers of English would

agree that the word ran consists of three discrete sounds. :

Since it is not always possible to ascribe a physical reality to the discrete

sound -units which are transcribed between phonetic brackets, such tran-

riptions as [r&n], where partial nasalization is not indicated on the vowel,
necessarily represent an abstraction from the actual physical record. We
all refer to these discrete units as phonetic segments or phones. A phonetic
study of a langnage, then, provides an inventory. and description of the
curring phonetic segments. However, since speech signals are semi-
ontinuous in nature, and since no two utterances are ever exactly the same,

] should be clear that not all of the physical properties of a given form or

~ utterance will ever be included in a phonetic transcription.

- Aphonological study also refers to the inventory of segments in a language.

~ But stating which phonetic segments occur in a langnage and which do not

i is;pnlyja‘superﬁcial part of phonology. As pointed out by Sapir (1925:16-18),
~ two languages can have the same inventory of phonetic segments but have
- very different phonologies. :

- As an illustration of this point, consider the status of s in English and

- German, Compare the German word Salz [zalt*] ‘salt’ with the English

plural form salrs [solts]. Although one might argue that these two words

“end- with equiva‘lentr sound - sequences, a  closer examination of the two

- languages reveals that these sequences are analyzed quite differently by

. speakers of the two languages. The final ts of salts is considered to be two

- consonants by speakers of English, for two reasons. First, they know that

5 ‘the:‘§i'ngular form is salt and that the plural form is obtained by adding the

~ additional segment 5. Second, fs5 is not found at the beginning of English

" ;,,wpyr,ds, unlike the single affricate segment ¢ as in chalk, which phoneticians

,:brfcak,»up into a [t] closure and a [§] release. If #s were one consonant, it
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would be expected to occur in all of the general positions where single
consonants are found in English. On the other hand, analyzing ts as two
consonants allows the possibility of identifying s with other consonant
sequences such as ps and ks, which also are not found at the beginning of -
English words (see Sapir, 1925:20). In other words, there is a structural -
principle in English ruling out sequences of certain consonants followed by
[s] in word-initial position. The analysis of #s as  + s therefore fits the -
pattern or structure of the language.

In German, on the other hand, ts (which is frequently written z in the
orthography) is found in initial position as well as in final position, for
example, Zahl [ta:1] ‘number.” Because of its relatively free distribution,
speakers of German analyze the [t] closure followed by an [s] release as the
one segment 75. While ps and ks are not found at the beginning of German
words, #° is found in this position. This difference in the structuring of ps and
ks, on the one hand, and ¢° on the other, makes German ¢° different from:
English ts. Since the two are identical phonetically, a purely phonetic study
would miss this distinction. It is in a phonological study that the difference
between #s and ° is captured. Thus, it is claimed that English has two.
phonological segments [t/ and [s/ in sequence, while German has, in addition
to /t/ and /s/, a phonological segment /t°/. Such phonological segments or
phonemes are written between phonemic slashes. e

A phonological study thus deals with the structure of the phonetic segments'
in a language. It also deals with the function of these segments. In one sense: ..
this means determining whether a given sound is used in words of everyday
speech or only in a particular style of speech (poetic, archaic, etc.). For
example, languages often use exceptional sounds or sound sequences in
ideophones, a class of forms which express noises, feelings, intensity, etc.
The bilabial trill represented orthographically as brrr in English-and used to
convey the idea of one’s being cold falls outside the sound systeim of English.
Unlike the sound b or the sound r, which are phonetic and phonological
segments of English, brrr does not combine with other sounds to build words.
While there is a word bar and a word rat, there is no English word [bet],
where [b] represents this bilabial trill. A bilabial trill does occur in some
languages, for example, in the Babanki word [b#] ‘dog,’ though it is relatively
rare. A second sound occurring only in a single English ideophone is the
coarticulated labiovelar stop [kp] as found in [kpskpokpa] (the ideophone
used to call chickens). The status of [kp] in English is quite different from
that of the [kp] which frequently occurs in West African languages, for
example, Igbo [akpa] ‘bag.’ A purely phonetic study of English describes:
this sound and notes its infrequency in the language. A phonological study
points out the limited function of [kp] in English, that is, the fact that it is
permissible only in one ideophone. It therefore differs from [p] and [k] not
only quantitatively (that is, in frequency), but also qualitatively. While

. English speakers have no difficulty pronouncing the consonants in Igbo
:{fmi] ‘horn’ angl [4k4] ‘hand,’ they experience great difficulty in reproducing
e the[ﬁ?] of [3kpa] ‘bag.’ This is true even for speakers who use the sound to

* call chickens. This reveals the different psychological status of [kp] as
opposed to [p] and [k]. Like the brrr sound, [kp] is not part of the sound
* structure of English. It cannot be used to build words.

13 Redundancy and Distinctiveness

e The preceding section establishes that there is a difference between
~phonetics and phonology. While the former is concerned with the physical
~ properties of speech sounds, the latter is concerned with the structure and
-~ function of these sounds in conveying meaning. It was said that two lan-
- guages can have the same phonetic segments, and yet these segments may
- have different phonological properties in the two languages.

e ~;-This statement can be better understood by comparing a fragment of the
“phonologies of English and Thai. English has two kinds of voiceless stops
phonetically: aspirated [p", t% k"] and unaspirated [p, t, k]. Aspirated stops

are found at the beginnings of words. As a result, the word which is written
is pronounced [p"mn]. On the other hand, unaspirated stops are found
fter word-initial 5. Thus, the word spin is pronounced [spin], not *{sp"m].
~ That the stop consonant in spin is phonetically different from the stop
consonant in pin can be demonstrated by holding a lit match in front of the
‘mouth: pronouncing the word spin makes the flame flutter less than pro-
. nouncing the word pin. :
. There are also two series of voiceless stops in Thai: an aspirated series and
- an unaspirated series. The Thai words [p"aa] ‘to split’ and [paa] ‘forest’
 (Ladefoged, 1971:12) illustrate the same difference between [p"] and [p] as
~ in the English words pin and spin. However, if the comparison were to stop
~ at the observation that English and Thai share a common inventory of

' aspirated and unaspirated -stops, an important phonological distinction
~ would be missed. - '

s kf’f,In English, the two different ps are found in different environments. The
a :fact that one p is aspirated and the other is not is predictable from the place
it falls within the word. Thus, given the environments,

: ## e IR #H S

mn

- where ## marks the beginning of a word, it would sound un-English to put
~ [p] instead of [p"] in the first blank and [p"] instead of [p] in the second
o blank. The same distribution is observed in the words tick and stick, pro-
nounced with [t"] and [t], and the words kin and skin, pronounced with
~ [k*] and [k]: Since the presence or absence of aspiration can be predicted
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from the environment of the voiceless stop in a word, aspiration is said to
be redundant in English.

The difference between English and Thai is that aspxration is not redundant
in Thai. Since [p"] and [p] both occur in exactly the same environment in
‘to split’ and “forest’ (namely, at the beginning of a word and before [2a]),
it is not possible to predict whether a given p will be aspirated or unaspirated
in this language. When two words such as [p"aa] and [paa] differ only by
one sound, they are said to constitute a minimal pair. The difference between
the two sounds is sufficient to signal a difference in meaning. Examples of
minimal pairs in English are pin and bin, cat and cad. In Thai, if we pronounce
[p"] instead of [p] we risk pronouncing a word of a different meaning (for
example, ‘to split’ instead of ‘forest’). In English, on the other hand, if we
pronounce [p"] instead of [p], as in the non-native sounding [sp"n], we
probably will not be misunderstood, since aspiration is a redundant property
predictable from the presence or absence of a preceding [s]. If we pronounce
[b] instead of [p"], however, a word of a different meaning will result (for
example, bin instead of pin). This means that the difference between [b] and
[p"] is not redundant in English.

We now begm to appreciate Trubetzkoy’s definition of phonology (1 2).
Since both p’s are capable of occurring in the same place in a word in Thai,
and since the substitution of one for the other results in a word of a different

meaning, aspiration is said to be distinctive in Thai. Similarly, the difference

between [b] and [p"] is distinctive in English, though the difference between
[p] and [p"] is redundant. Trubetzkoy rightly pointed out that the concerns
of phonology go beyond those of phonetics. In phonology we are concerned
with the distinctive vs. redundant function of speech sounds (or, more
correctly, features, as we shall see below). If the goal of phonetics is to under-
stand the physical properties of speech sounds, then the goal of phonology
is to understand the ways these sounds function in language.

Phoneticians have long talked about sounds grouping into intersecting
classes. Some classes are more general or inclusive (for example, the class of
voiced sounds), while some classes are more specific or exclusive (for example,
the class of voiceless aspirated stops). While these classes are assumed to be
universally available to all languages, they are used differently by different
languages (compare the use of aspiration in English and Thai). However,
phonologists argue that there are only a certain number of “natural” ways a
language can deal with these classes. It should be clear that one way lan-
guages differ is in their general inventory of sounds. A language can lack a
sound (for example, French does not have [h]) or even a whole series (class)
of sounds (for example, English does not have breathy voiced consonants).
However a difference in. inventory between two languages has not only
phonetic consequences, but also phonological consequences.

As an illustration, consider the case of English and Berber. In the labial
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- series, Enghsh has four oral consonants, while Berber, like many languages

in North Africa and the Mlddlc East, has only two:

ENGLISH BERBER
voiceless stop D
yoiced stop b b
voiceless fricative f §
voiced fricative v

Berber does not have a [p] or a [v], whereas English does. In English; in’
order to distinguish [f] from all other consonants, it is necessary to say that
it is (1) voiceless, (2) labial, and (3) a fricative. We must specify it as voiceless,
because there is a [v] in English which differs from [f] only in that it is voiced.
We must specify it as labial, because there is an [s] in English which differs
from [f] primarily in that it is alveolar. Finally, we must specify it as a
fricative, because there is a [p] in English which differs from [f] primarily
in that it is a stop. Thus, three features are required to distinguish [f] from
other sounds in English.

In Berber, on the other hand, only two features are needed. In order to

~ specify [f] in Berber, we can say either that it is (1) voiceless and (2) labial

or that it is (1) a fricative and (2) labial. In the first case we need not add that
it is a fricative, because we know that if a Berber consonant is voiceless and

. labial, it can only be [f]. It cannot be [p], since this sound does not exist in
. thelanguage. Similarly, in the second case we need not add that it is voiceless,
“because we know that if a Berber consonant is a fricative and labial, it-can

only be [f]. It cannot be [v], since this sound does not exist in the language.

Thus, in English each of these phonetic features is distinctive for all these
sounds, whereas in Berber there is some redundancy. In labial consonants
in Berber, voiceless + fricative go together: one can be predicted from the
other. In English, each phonetic property has distinctive value. Thus, if one
feature is changed, say, voiceless to voiced, a distinctive sound of the lan-
guage is obtained (for example, [v]). Notice also in Berber that while
voiceless + fricative go together in the labial series, voiced 4 ‘stop also
go together. Thus, we find only [b] and not [p]. In summary, the two Berber
labials [f] and [b] differ from each other in two features, whereas in English,
[p] and [b], [p] and [f], [f] and [v], and [b] and [v] each differ from each
other in only one feature. As a result, there is less redundant information
in English than in Berber, for the labial seriés of sounds.

A child in acquiring his language must learn to recognize which sounds of
his language are distinctive and which sounds are redundant. Distinctive
sound units, that is, those which are capable of distinguishing words of
different meanings, are termed phonemes, whereas redundant sounds, that is,
those which are predictable from a given environment, are termed contextual



8 What Is Phonology ? 1.4

" pariants or allophones (see 3.1). As the child learns the phonemes and con-
textual variants of his language, he éstablishes that certain phonetic features
are distinctive, whereas others are redundant. Some of these redundancies are
language-specific, such as the Berber case just examined. Other redundancies
are universal (for example, no language has a sound which is both an affricate
and nasal). In addition, there are some redundancies which are not universal
but which are frequently attested in languages. Thus, most languages only
have voiced sonorants (that is, nasals, liquids, glides, and vowels) and no
voiceless ones. Burmese, however, has a complete contrast between voiced
and voiceless nasal consonants, as seen in the following examples (Ladefoged
1971:11):

[ma] ‘healthy® - [na] ‘pain’ [na] “fish’®
[ma] ‘order’ [pa] ‘nostril’ [Igé] ‘rent’

From these words it can be seen that voicing is distine tive in nasal consonants
in Burmese. Such a situation is relatively rare, and voiceless nasal consonants
are among those sounds which are viewed as complex by phonologists.
Finally, there are many. sounds which are frequently missing from the
phonetic inventories of languages, for example, the interdental fricatives [9]
and [8], the front rounded vowels [#, o, ce], the labiovelar stops [ﬁ), gb,
gm], and the South African click sounds. As was seen in Berber, gaps in the
phonetic inventory of a language partly determine which features are used
distinctively and which features are used redundantly.

1.4 Levels of Sound Representation

The preceding sections have illustrated that there are two separate
(though interdependent) fields, phonetics and phonology, and that for any
given language it is possible to provide either a phonetic description or a
phonological description. The units of phonetic description are sound
segments (or phones), while the units of phonological description are phonemes.
In order to characterize the relationship between the phonemes of a language
and its inventory of phonetic segments, two levels of sound representation
are distinguished, a phonological level and a phonetic level. Phonological
representations consist of sequences of phonemes, transcribed  between
slashes (/... /)!; phonetic representations consist of sequences of phones,
transcribed between square brackets ([...]). Thus the phonological

1 As we shall see in 3.3.2, grammatical information such as the presence of morphological
boundaries plays an important role in phonology and must therefore often be included in
phonological representations.
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representatxon of the English word pin will be /pin/, while its phonetic
representation will be [pm].

Since -the phonological level represents the distinctive sound units of a
language and not redundant phonetic information (such as the aspiration of
the initial [p"] of English /pn/), it is appropriate to think of it as approxima-
ting the mental representations speakers have of the sounds of words in their
language. As an example, consider the ¢4 sounds in German. As seen from

the words Jachen [laxon] ‘to laugh’ and riechen [ri:gon] ‘to smell,” ortho-
graphic ¢/ is pronounced both as a velar fricative [x] and as a palatal fricative
[¢]- Whether ch will be pronounced [x] or [¢] can, however, be predicted
from what precedes it: ch will be pronounced [x] if it is preceded by a back
vowel; it will be pronounced [¢] if it is preceded by a front vowel, a con-
sonant, or zero: :

o [s]
Buch  ‘book’ mich =~ ‘me’
hoch _ ‘high’ Pech  ‘pitch’
noch still’ horch  ‘hark?!

Bach ‘stream’ China ‘China’

Because the phonetic difference between [x] and [¢] can be predicted by

_context, the two sounds.are derived from the same unit on the phonological
- level, that is, from the same phoneme. The phonological identity of the two

phonetic realizations [x] and [¢] is of course reflected in German orthography.

‘More important, however, is the claim inherent in deriving these two sounds

from the same phoneme; namely, it is' claimed that speakers of ‘German

. mentally “store” [x] and [¢] as one unit-in their brain. Since there can never

be a contrast between two such-sounds found.in mutually exclusive en-
vironments, the difference between [x] and [¢] can never serve to make a
meaning difference between two words. In this sense [x] and [¢] are com-
parable to the earlier example of [p] and [p"] in English. Thus both lachen
and riechen will be represented phonologically with the phoneme [x/,
although the /x/ of riechen is pronounced [¢].2

1.4.1 Phonological and Phonetic Constraints

From the preceding example it should be clear that the phonetic and
phonological levels sometimes differ in their inventories. Thus, both [x] and
[9] are part of the phonetic inventory of German, though only /x/ is posited
in.the phonological inventory. As demonstrated in 1.4, the exact inventory
partly establishes the redundancies in the use of phonetic features in a

2 The choice of representing this single phoneine as/x/ rather than as /¢/ may seem arbitrary
at this point, as may some of the solutions which will be discussed below. See Chapter:3 for
a survey of the general considerations involved in establishing phonological representations.
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language. In the German case, since /¢/ is not an independent phoneme, it is
possible to formulate the following redundancy on the phonological level:
if a fricative is articulated further back than the alveopalatal region (that is,
where [§] is produced), then it will be velar. That is, there is no phonological
“unit which combines the features fricative and palatal, or fricative and
uvular, as would be the case if either [¢/ or /X/ were among the list of German
phonemes. Such a restriction on the feature composition of a unit is termed a
. segmental constraint. Since the constraint under discussion here characterizes
the phonological level, we can refer to it as a phonological segmental constraint.

There are also segmental constraints characterizing the phonetic level of
representation. In this case we speak of phonetic segmental constraints. If
the inventories of both the phonological and the phonetic levels are identical,
then the same segmental constraints are said to characterize both levels.
However, the two inventories typically differ, as in the German case. Since
[¢] does exist on the phonetic level, we cannot state the same restriction as a
phonetic segmental constraint. However, the voiced velar fricative [y] is
missing from both levels in Standard German. Thus the following segmental
constraint characterizes both the phonological and the phonetic levels:
if a fricative is velar, it is voiceless. This generalization does not, of course,
apply to those dialects of German which do have [y].?

In addition to segmental constraints, there are also sequential constraints,
and these too can pertain to either the phonological level or the phonetic
level, or both. We thus speak of phonological sequential constraints and
phonetic sequential constraints, That is, on both levels there are restrictions
on how segments can be combined sequentially. This may mean that words
or syllables can begin with only certain segments or that certain segments
cannot occur before or after other segments. Let us first cite a case from
English, where the same sequential constraint is found phonologically and
phonetically, schematized as follows: .

: ## C C
4
Then: s

k)
9 R o=

If a word (##) begins with three consonants in English, then the first con-
sonant must be s, the second consonant must be p, ¢, or k, and the third

3 A situation whereby a language would have a phonetic/segmental constraint which is
not also a phonological/segmental constraint would mean that a certain phoneme, say /p/,
is never realized as [p] phonetically. This possibility relates to the question of absiractness
in phonology, which is discussed in 3.3.5,
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.consonant n‘mSt be I, 7, y, or w. Any other word-initial combination of three

consongnts 1s unacceptable (for example, fpl-, sfl-, spvr-). Notice, however
that this sequential constraint, as written, is not entirely satisfactory. Thé
if-thén condition allows word-initial spl-, spr—, stl-, str—, skl-, and skr-
clusters. Words such as spleen, spring, stroke, and scream show ’that initial
spl=. spr-, str-, and skr— are well attested in English. On the other hand
words with initial skl-, such as sclerosis, are extremely rare and are limitec;
to a handful of learned borrowings. Also, no word in English begins with
stl-, since [ cannot follow ¢ or d (thus we have the words play and clay, with
pl- a}nd kl-, but no corresponding word *tlay). Finally, there are s’evere
restrictions on the occurrence of CCy- and CCw-. When yis the third of
three word-initial consonants, the following vowel must be u, for examplé
spew [spyu], skew [skyu].* When w is the third consonant, the seconc;
consonant must be k, for example, square [skwer]. Thus the precise statement
of a sequential constraint can often be quite complex in nature.

Wl}ile this sequential constraint on word-initial three-consonant clusters
‘pertains to both the phonological and the phonetic levels, the sequential
constraints of the two levels sometimes differ in a language. This can mean
either (1) that there is a sequential constraint which characterizes the phono-
logical level but not the phonetic level; or (2) that there is a sequential
‘constraint which characterizes the phonetic level but not the phonological
level. As an example of the first situation, French disallows many consonant
clusters on the phonological level which are nonetheless permitted on the
phonetic level. For instance, phonologically there are no word-initial /fnf
or /8t/ sequences in the language. However, phrases such as la fenétre ‘the

- window’ and le jeton ‘the token’ are pronounced [la fne:tr] and [lo §t3],

respectively. Qn the phonological level, on the other hand, these consonants
do not occur in sequence, but rather are separated by a schwa, as seen in the
pronunciation of such words in isolation, that is, [fone:tr] and [50t3]. As
will be discussed in 1.4.2, this phonological /o/ is sometimes deleted when
‘the phonological representation is converted into the corresponding phonetic
one.

As an .example of the second situation (that is, where a phonological
Sequence 1s not permitted on the phonetic level), consider the case of word-
initial sC- clusters in Spanish. Phonetically speaking, word-initial sequences

4 Ther.e have been a number of proposals for the transcription of English vowels. In
captu.rmg the phonetic differences between [uw] as in fool and [ul as in full, we note tha; 4))
[uv&.'] is logger than [u}; (2) [uw] is dipthongized, while {ul is'not; and (3) {uw}] is tense,
while [u] is lax. In the remainder of this study we shall transcribe this difference as oné
between tense and lax. That is, the so-called diphthongized vowels will be transcribed as

Il, e Ol rather than as lly ey, uw, Owl Whlle the COIIeSpon 1, p
2 : S 3 L d nondl hthoﬂ lzed Vowcls
> ¥ g £



12 What Is Phonology ? 14

of [s] followed by another consonant must be preceded by [€], for example,
[espana] ‘Spain,” [estufo] ‘stove,” [eskwela] ‘school.” However, this [&] is
predictable from the fact that it is required any time a word would otherwise
begin with an [sC] sequence. It therefore need not be represented in the
phonological representations /spapa/, /stufo/, and /skwelo/ (just as aspiration
and the difference between [x] and [¢] were not represented phonologically
in English and German, respectively). Thus, the sequential constraint against
word-initial sC- applies only to the phonetic level and not to the phonological
level.

1.4.2 Phonological Rules .

The reason that phonological constraints sometimes differ from
phonetic constraints in a language is that there are phonological rules
(P-rules) which convert phonological representations into phonetic ones.
For example, /la fone:tr/ ‘the window’ is converted to [la fne:tr] in French
by a phonological rule which can be schematized as follows’:

a-@/VC_

This rule states that schwa may be: deleted (that is, becomes zero or @) when
the preceding consonant is in turn preceded by a vowel.® Thus there are
phonological rules, such as this rule of schwa deletion, which relate the
phonological and phonetic levels. These rules, which reveal linguistically
significant generalizations in phonology, are either optional or obligatory.
The above French rule is optional, since it is possible for the same speaker to
pronounce either [la fne:tr] (in fast or allegro speech) or [la fone:tr] (in
slow, articulated speech). The Spanish rule which inserts [€] before word-
initial /sC/ sequences, and which can be schematized as follows:

B oel## __sC

is, however, obligatory, since [espapa] ‘Spain’ cannot be pronounced

*[spapa].
Phonological rules can also be divided into those which produce alter-
nations and those which do not, a distinction which will be of significance in

5 The segment to the left of the arrow is to be read as the input to be changed by the rule;
the segment to the right of the arrow represents the change, while the information to the
right of the “environment slash’ / indicates the grammatical or phonetic context in which
the rule takes place. Thus, in this French rule, /VCs/ is converted to [VC]. For a discussion
of notational conventions and the role of formalisms in phonology, see 4.3.1.

¢ This statement covers only the major cases of schwa deletion in French, a phenomenon
which is particularly complex (see Dell, 1973:221-260). Thus, it does not cover examples
such as je t'aime ‘I love you,” which is pronounced [ te:m] in slow speech, but [§te:m]
in rapid speech.
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the discussion of abstractness in 3.3.5. A particularly clear example of a rule

- which. produces alternations is seen in the following forms:

we miss you — [wi mii(y)u]

we please you — [wi pliz(v)u]
~ webetyou — [wibsd(yu]

we fedyou — [wifgj(y)u]

The phonetic forms on the right represent possible pronunciations of these
forms in American English. In careful speech, speakers may pronounce
[wi mis yu], etc., but the more rapid the pace, the more likely that forms
such as the above will be heard.” The following optional rule is therefore
needed:

[—y

o N @
e OO N UK

This rule states that /s/ becomes [§], /z/ becomes [Z], /t/ becomes [&], and

~ /d/ becomes [J] before /y/ (which in turn may be deleted, as indicated by the

parentheses in the phonetic transcriptions).

Because of this rule, a word such as miss will have two pronunciations.
It will be pronounced [mis] in a context such as we miss it [wi mis 1t], but
[mi8] in a context such as we miss you. These alternants of the same word or
morpheme® ‘miss’ are termed allomorphs. Whenever such alternants are
conditioned by a phonological rule, the phonetic shape of the allomorphs is
predictable. Thus, American English speakers say [wimi(y)u], but never
*[wi m1$ 1t]. While many allomorphs are predictable in this way, others are
not. A morpheme may have different pronunciations not because of different
phonological environments but because of different grammatical environ-
ments. Thus, the past tense of the verb to go is went, and the plural of the
noun mouse is mice. In both of these cases it is not possible to derive one
form from the other by means of a general phonological rule. Such cases of
irregular allomorphs (known as suppletion) therefore differ in a crucial way
from the more regular allomorphs derived by phonological rules. While
[mi8] can be derived from /mis/ by a general rule of English phonology,
[went] cannot be derived from /go/. '

7 The change of /s/ to [§}is also affected by stress. Thus, the /s/ of the phrase I miss ydghurt
and the word mis-uise_does not become [8] as readily as in I miss you, since the syllable
following /s/ is stressed in the first two instances.

8 A morpheme can be defined for our purposes asa mmlmal unit of sound carrying meaning.
It can consist of a single segment (e.g., the /z/ of dogs [dogz], which denotes plurality), or
of several segments (e.g., /dog/).
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Because native speakers hear and produce [s] and [¥] in the same mor-
pheme (depending on the phonological context), the English language is said
to have an alternation between [s] and [§]. Whenever there is an alternation,
the néed for a phonological level distinct from a phonetic one is evident.
In this case, speakers are aware of the underlying (phonological) /s/ and are
capable of saying [wi mis yu] in slow or careful speech. Thus phonologlcal
/s/ is sometimes pronounced [s], sometimes [5].

However, there is not always an alternation for each phonological. rule.
Returning to the [p] vs. [p"] distinction discussed earlier, there must be a
rule such as the following in English:

p o
t] - | t0 ) #EHE
| 4 Kt

Phonological /p, t, k/ is converted by this rule to phonetic [ph, t*, k] at the
beginning of a word. There are, however, no resulting allomorphs and no
alternations of the kind we have just seen. English does include a few rem-
nants of alternations, such as in the words take [t"ek] and mistake [mistek]
(where the latter form is derived historically from mis + take). In these forms
it might be argued that there is an alternation between [t"] and [t]. However,
in order to maintain this position, it is necessary to demonstrate that native
speakers view fake and the final part of mistake as the same morpheme.

In summary, some phonological rules are obligatory, while others are
optional; and some phonological rules produce alternations, while others
do not. While we shall look in depth at numerous phonological processes in

languages in subsequent chapters, the different kinds of operations that .

phonological rules can perform are summarized below:

1. Phonological rules can change segments (or, as will be seen in Chapter 2,
change the phonetic features of segments). In the American English example,
/s, z, t, d/ are changed to [5, %, &, ] before [y/. In terms of phonetic features,
alveolar consonants become alveopalatal before the palatal glide /y/.

2. Phonological rules can delete segments. The schwa of French /fone: tr/
‘window’ is deleted in the phrase [lafne:tr] ‘the window,” as illustrated
carlier.

3. Phonological rules can insert segments, We have seen that Spanish
inserts [€] before word-initial /sC/ sequences, for example, /spana/ ‘Spain’
is pronounced [espana].

4. Phonological rules can coalesce segments. In many languages /ai/ and
[au/ are realized respectively as [e] (or [€]) and [o] (or [0]). In such cases
the phonetic output is in a sense a “blend” of the two segments in the phono-
logical input: the lowness of /a/ combined with the close tongue position of
[i/ and /u/ results in the mid vowels [¢] and [o].

5. Finally, there are occasional cases where phonological rules can permute
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or interchange segments. This operation, known as metathesis, as ‘when ask
is pronounced [zks], converts phonological /AB/ to phonetic [BA].

1.5 Some Universals of Phonological Systems

Recent phonological studies have revealed a number of common
propertles shared by the sound systems of the world’s languages. One of the
major goals of phonologists is to discover Pphonological universals. One such
universal, the presence of the vowel /a/ in all languages, has already been
mentioned. Other universals (or, in some cases, “universal tendencies™)
have been hypothesized on the basis of cross-linguistic comparisons . of
phonological inventories, language acquisition, and language change.

1.5.1 Phonological Inventories

As stated above, certain sounds are found in more languages than
others. Cross-linguistic comparisons have been made on the basis of both
phonetic and phonological inventories, although we shall look only at the
Iatter. Thus the phonological segment /s/, for instance, is more frequent in
the world’s languages than is /8/. In addition, it has been observed that the
preserice of certain segments in a language often implies the presence of other
segments. If a language has 8/, it can be assumed that it also has /s/. The
reverse is not true, since there are languages which have ' /s/ but do not have
/8/. Such implicational universals have been discussed by Jakobson (1941)

“and Greenberg (1966a). In an implicational universal, X implies Y but Y

does not imply X. Thus, to take another example; the consonant /df implies
the consonant /t/, but [t/ does not imply /d/. That is, it has been suggested
that any language which has /d/ also has /t/. There are, however, many
languages which have /t/ but do not have /d/ (for example, Finnish, Korean,
Southern Paiute).

“Ferguson (1966) and Greenberg (1966a) have devoted cons1derable atten-
tion to the status of nasalized. vowels in languages. Some langunages have a
distinctive contrast between oral and nasalized vowels. Thus, the French
words sept [set] ‘seven’ and sainte [sét] ‘saint(f.)’ differ primarily in that the
latter has a nasalized vowel while the former has an oral vowel. Given that
both oral and nasalized vowels are found in languages, it is loglcally p0531b1e
to imagine four different vowel systems:®

(a) languages with V and v
(b) languages with V only
() languages with V only
(d) languages with neither

¢ The symbol V stands here for any oral vowel, and the symbol V for any nasalized vowel,



16 + What Is Phonology? 1.5

Of the four possible vowel systems, only the first two are in fact found.
French is an example of (a), since it has both oral and nasalized vowels.
Italian is an example of (b), since it has only oral phonological vowels,1?
No language has only nasalized vowels (c), and no language has no vowels
at all (d). We can conclude that the presence of nasalized vowels implies the
presence of oral vowels in a language, but not the reverse. Thus X lmphes
Y but Y does not imply X.

Another . instance of an implicational umversal concerns: voiceless and
voiced stops. Again, there are four logically possible systems:

(a) languages with /p, t, k, b, d, g/
(b) languages with /p, t, k/

(¢) languages with /b, d, g/

(d) languages with neither series

As in the previous example, only the first two possible stop systems are
found. There are languages with voiceless and voiced stops (a), such as
English and French; there are also languages with only voiceless stops (b),
such as Southern Paiute (Sapir, 1933). No language has only voiced stops
(c), and no language has no stops at all (d). Thus, the series /b, d, g/ implies
the series /p, t, k/, but the series /p, t, k/ does not imply the series /b, d, g/.'*

1.5.2 Language Acquisition

We also owe to Jakobson (1941) the observation that, in all languages,
sound segments tend to be learned in a relatively fixed order by children.
‘While more recent studies have not always confirmed the details of Jakobson’s
relative chronology of sound acquisition, certain general tendencies cannot
be missed. It can be observed, for instance, that children learning English
acquire [f] before they acquire [8]. A child is quite likely to produce a word
such as thumb with an initial [f]. As a result, the word three may become
homophonous with the word free. Other general tendencies include the
learning of voiceless stops before voiced stops, as well as the learning of
front consonants such as [p] and [t] before back consonants such as [k].

10 Since all languages show a tendency for a vowel to receive at least a slight degree of
nasalization in the context of 4 nasal consonant, the minute nasalization of the two instances
of [a] in the word andante cannot be said to be a phonological property of Italian (see
5.2.5).

1 This implicational universal can be extended to include all obstruents (i.., stops,
affricates, and fricatives). Notice, however, that some languages may lack one particular
member of a series. Thus, Arabic, Berber, Hausa, and several other languages lack /p/
and /v/, although they have /f/ and /b/. In these languages, /t, k, f, s.. ./ are said to imply
/b, d, g, z.../. It still remains true that no language will have a series of voiced obstruents
unless it also has a series of voiceless obstruents.
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This last tendency is revealed by the predominance of front consonants

in the following common forms for ‘mother’ and ‘father” in child language
(Jakobson, 1960):

LABIAL  DENTAL/ALVEOLAR

nasal’ mama nana ‘mother’
oral papa/baba tata/dada ‘father’

The presence of labial or dental/alveolar consonants in the forms for ‘mother’
and ‘father’ is widely attested in the acquisition of unrelated languages. In
addition, cross-linguistic investigations of child language indicate a nasal
consonant in ‘mother” but an oral consonant in ‘father.’ While the above
forms are frequently heard, it is rarely the case that a child refers to his

" mother as [gana] and to his father as [kaka]. The statistical bias in favor of

front consonants in the terms ‘mother’ and ‘father’ is presumably due to the
fact that labial and dental/alveolar consonants are learned before velar
consonants. Thus, numerous studies in child language have reported children
replacing velars by dental/alveolar consonants. Stampe (1969:446), for
instance, reports a child saying [ta] instead of car [kar], and [tzt] instead
of cat [kat].

Jakobson further made the discovery that there is a correlation between
the order in which sounds are acquired by children and the implicational
universals noted on the basis of phonological inventories. While a language
will not have /b, d, g/ unless it has /p, t, k/, a child will presumably not learn

" [b, d, g] until he has learned [p, t, k]. This correlation is not accidental, but
- rather results from the relative complexity of some sounds (for example,

[b, d, g]) as compared to others (for example, [p, t, k]).

1.5.3 Language Change

The notion ‘of relative complexity of certain speech. sounds over
others also plays a role in determining the direction of sound change. While
itis a well-known fact that sounds change through time, some sound changes
are more frequently attested -than others; while still' other potential sound
changes are not attested at all. For example, the sound change turning
[b, d, g] into [p, t, k] has been observed in several language families of the
world (for example, in the history of Chinese). This change constitutes part
of the consonant shift known as Grimm’s Law, which separates the Germanic
branch from the rest of the Indo-European languages. On the other hand; a
sound change turning all instances of [p, t, k] into [b, d; g] has never been
reported. If such a sound change were to take place, the resulting system
would 1nclude a series of voiced stops but no series of voiceless stops. In
other words, the Jakobsonian implicational -universal whereby -/b, d, g/
implies /p, t, k/ would be violated. As pointed out by Greenberg (1966a:510),
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any sound change which produces an impossible sound system (such as the
one which would result from a change voicing all voiceless stops) is an im-
possible sound change.

In the study of sound change it becomes apparent, then, that some changes
are unidirectional. While X frequently becomes Y, Y rarely (if ever) becomes
X. In addition, while a sound X may be frequently observed to change into

another sound Y, it may not change into a third sound Z. For example, an~

aspirated stop easily becomes an affricate (compare English fo [t*u], German
zu [t'u]). It does not normally become a nasal consonant. Thus, we would
not expect the English word 7o to change its pronunciation to [nu], although
it could conceivably go the route of German affrication.

Each time a sound change is observed, the relationship between the
original sound and the new sound can be examined. If all occurrences of X
change to Y, we look for some articulatory or acoustic property shared by
X and Y. If only some instances of X change to Y (for example, those which
are followed by the sound Z), we again assume a phonetic property shared by
X and Y, and then seek to understand the way that Z motivates the sound
change in question. In general, sound changes of the first type, which are
said to be context-free, tend to produce segments which are articulatorily or
perceptually less complex, while sound changes of the second type, which
are said to be context-sensitive, tend to produce more complex segments.
Voiced stops can become voiceless in a context-free fashion (thereby pro-
ducing less complex segments), but voiceless stops cannot become voiced as

a context-free sound change. On the other hand, voiceless consonants can -

become voiced in restricted contexts (producing more complex' segments).
In particular, [p, t, k] may become [b, d, g] between vowels (for example,
the consonant in English auto is frequently voiced) as well as after a nasal
consonant (for example, Kpelle 71 ‘my’ + pélii ‘back’ is pronounced [thbélut]
(Welmers, 1962:73)). 7

The study of sound change is thus intimately tied to the study of impli-
cational universals and language acquisition. As a final example, the tendency
of sounds to be dropped (lost) at the end of words more readily than at the
beginning can be cited. The spelling of the French word rat ‘rat’ indicates
that there once was a final [t]. The original pronunciation [rat] has become
[ra], and not [at]. Similarly, the Proto-Bamileke form [kdm] ‘crab’ has
become [k4] in Dschang-Bamileke, and not [4m]. In both cases a final
consonant has been lost historically, revealing that consonants are more
stable in word-initial position than they are in word-final position. What this
means is that a syllable consisting of three segments, consonant-vowel-
consonant (CVC), is more likely to become CV than VC. This fact correlates
with a universal established by Jakobson and others to the effect that all
languages have CV syllables (see 6.1.1.1). Not all languages have VC syllables.
A historical c¢hange of all CVC syllables to VC would therefore create an
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impossible phonological system. Finally, it has been noted in studies in
language acquisition that CV is the earliest syllable structure to be acquired
by children. All three of these observations (the favoring of CV syllables in
phonological systems, in language acquisition, and in language change) are
related and are receiving attention from linguists working in each of these
areas.

1.6 The Psychological Reality of Phonological
Descriptions

In 1.4 we distinguished a phonological level, a phonetic level, and
phonological rules converting phonological representations into phonetic
ones. The phonological level captures the distinctive sound- contrasts of a
language, while the phonological rules specify how the underlying phono-
logical units (or phonemes) are to be pronounced in the various environments
in which they are found. The resulting phonetic level provides a transcription
of the sound segments used in actual utterances.

Learning a language, especially one’s native language, requires that a
person learn the distinctive contrasts on the phonological level, the phono-
logical rules, and the resulting phonetic properties specified by these rules,
It is therefore quite appropriate to ask for evidence that the phonological
properties described by linguists are in fact learned: by speakers—that is,
that they are psychologically real. While many kinds of evxdence have been
seen in the literature, only four will be mentloned here

1.6.1 ngmstlc Intuitions

, The first kind of evidence comes from the probing of linguistic
intuitions. This has been done informally by asking a native speaker (perhaps
the linguist himself) for his intuition on some aspect of the phonology of his
language. It has also been done.employing more sophisticated experimental
techniques. As a case in point, let us return to the issue of sequential con-
straints in phonology. The question is, how do we know that native speakers
“know” (in some. tacit, not necessarily. verbalizable form) the sequential
constraints-of their language?

According to Chomsky (1964:64) and Chomsky and Halle (1968: 380ﬂ?),
knowledge of these sequential constraints is responsible for the fact that
speakers of a language have a sense of what ““sounds” like a native word and
what does not. Thus, the word brick is an English word familiar to all speakers
of the language. The word blick is equally acceptable (we shall say “well-
formed™) in its phonological structure, but happens not to be a word of
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" English (that is, it is nonoccurring). On the other hand, bnick is not acceptable
in its phonological structure (we shall say “ill-formed”), since /n/ cannot

follow /b/ at the beginning of an English word.!? As the second elementina |

word, /n/ can only be preceded by /s/ or a vowel.

The brick:blick opposition shows that two forms which both satisfy the
sequential constraints of the language (are well-formed) can differ in that
one word occurs in the dictionary or lexicon (brick), while the other does not
(blick). Words which are well-formed but are not found in the lexicon are
termed accidental gaps. On the other hand, the blick:bnick opposition shows
that two words not occurring in the lexicon can differ in that one is well-
formed (blick) and the other ill-formed (bnick). Words which are ill-formed
and do not occur in the lexicon are termed systematic gaps.

As a final possibility, exceptional words such as sclerosis and sphere

(skl- and sf- sequences are normally not found word-initially in English) are
ill-formed but occur in the lexicon. We therefore have the following four
possibilities:

OCCURRING = NONOCCURRING

well-formed brick blick

ill-formed sphere bnick

It is just an accident that English does not have a word blick, but it is not an :

accident that English does not have a word bnick; there is a systematic
reason, namely a sequential constraint forbidding bn- sequences at the
beginning of a word (but see footnote 12). Bnick violates the system in a way
that blick does not. Thus, it would not be surprising if a new product on the

market were called Blick Soap. It would be quite surprising to find anyone

inventing Bnick Soap.

While most work on phonological constraints is done on the basis of

intuitive judgments about permissible sequences, there is also experimental

evidence that speakers are aware of sequential constraints in their language. -

A particularly revealing experimental study is reported by Greenberg and
Jenkins (1964). They demonstrate that speakers of English judge nonsense
words such as swit [swit] and gluck [glek] to be much more English-like
than the nonsense words [éwup] and [8ysn], which violate the sequential
constraints of the language. What is of interest is that they show that there is
a continuum from completely well-formed nonsense words to nonsense words
which are aberrant in that they violate not only the sequential constraints

12 Actually, the sequence bn~ cannot occur at the beginning of a syllable in English (see
6.1.2.1). '
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. Vbﬁ’t also ‘the segmental constraints, since they-contain non-English sounds,
- for example, [zbily]. .

1.6.2 Foreign Accents

It is ' well known that speakers substitute sounds of their own language
for the sounds of foreign languages they attempt to speak. The result is that
they typically have “foreign accents.” Often these accents are directly
atiributable to the phonological properties of the native language. Thus,

~speakers of Spanish tend to insert [¢] before English words beginning with

/s] followed by another consonant (for example, I espeak espanish). This
insertion is due to the (improper) operation in English of the spanish -
“jnsertion rule discussed and exemplified in 1.4.2. Similarly, American English
speakers have been known to pronounce the French word monsieur [mosya]
as [mo3a] and the Spanish word gracias [grasyas] as [graSes]. This substitu-
tion can be accounted for on the basis of the phonological rule in American
English which derives [§] from /s/ followed by /y/ (see 1.4.2). The foreign
sound substitutions made by Spanish speakers when they speak English and
'by American English speakers when they speak French or Spanish reveal
that ‘the phonological rules in question have an objective reality. That is,
phonological analysis, far from being a purely formal study of patterns,
makes predictions about how speakers of one language will reproduce sounds
of another language.

1.6.3 Speech Errors

‘ While speech errors have long fascinated linguists and nonlinguists
alike, it is only recently that attention has been focused on the possibility
of using the data of speech errors as an indication of the psychological reality
of phonological descriptions. A commonly studied type of speech error—
a spoonerism—occurs when the initial consonants of two words are inter-

- .changed, as when someone says.tips of the slung instead of slips of the tongue.

The theoretical interest of such speech. errors is discussed: in the works
of Fromkin (1971, 1973a, b). Spoonerisms. can involve interchanging the
place of initial consonants, as in the above example; in-other examples, a
consonant is interchanged with zero, that is, it is transposed, as when someone
says pick slimp.-[pik slimp] instead of pink slip [pigk slip]. The nasal con-
sonant of the word pink has been transferred to the resulting nonsense word
slimp. But notice that somehow in the transformation from the intended
utterance to the speech error, [g] has become [m]. If the velar nasal had
been transferred as such, the resulting error would have been *[sligp].
However, this sequence is ill-formed in English, since there is a sequential
constraint stating that within a word. a nasal consonant is madp at the same
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placé of articulation as a following consonant.'* Thus we have the words

ramp, rant, and rank with-[mp, nt, k], but not the words *ranp, *rangt, and
*rgmk. The modification of {g] to [m] which accompanies the speech error
thus provides evidence for the reality of this sequential constraint. As pointed
out by Fromkin, forms resulting from speech errors generally do not violate
the phonological properties of the language.

Speech error phenomena motivate the necessity of a fundamental distine-
tion in the study of language. Speakers of English “know” that the word
pink should be pronounced [pigk] rather than [pik]. The error involved in
pronouncing {pik] is therefore one of language use rather than one in the
knowledge that the speaker has of the way this word should be pronounced.
In other words, the speaker who uttered pick slimp did not think that the
correct pronunciation of pink was [pik]. Thus a distinction is necessary
between linguistic competence, which represents the underlying “system” of
a language and aims at revealing the speakers’ implicit knowledge, and
linguistic performance, which represents the way speakers wuse that system
(competence) in producing and perceiving utterances, In our phonological
descriptions we shall be concerned with competence, that is, the knowledge
speakers have of the sound system of their langnage. On the other hand, the
data of performance, such as in speech errors, may very well provide sup-
porting evidence for the reality of phonological analyses.

1.6.4 Language Acquisition

The study of language acquisition is of importance to phonologists,
since it is possible to observe the stages children go through-as they attempt
to discover the phonology of their langnage. In particular, the errors they
make are sometimes quite revealing. For instance, children speaking English
have frequently been observed to substitute the sound [w] for [r]. Thus they
say wabbit instead of rabbit and wight instead of right. However, when adults
repeat wabbit and wight back to the children who normally produce these
forms, it is-often discovered that the children, capable of perceiving the
difference between [w] and [r], are annoyed at the adults’ use of child lan-
guage. This ability of the child to perceive a sound distinction which he does
not produce is justification for distinguishing a phonological level as opposed
to a phonetic level. The phonological level, representing the child’s mental
representation of words, has the forms wabbit and wight beginning with /1/.

13 There are some important exceptions to this constraint, as when the negative marker
un- is prefixed to a labial-initial stem, e.g., un-predictable (not *um-predictable), or when
the past tense marker -ed is suffixed after a labial nasal, e.g., strummed [stromd}, not
*[strond] or *[stromb). Note, however, that for those speakers who pronounce pink as
[pik], i.e., with a nasalized vowel and no nasal consonant, the speech error change of
Dpink slip [pik slip] to pick slimp [pik slip] may involve only a switch of nasality on the vowels
of the two words.
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“The phonetic level has these forms beginning with [w]. Thus, at this stage in

the child’s linguistic development, there is a phonological rule merging /r/
with /w/. He keeps track of which words with [w] have a phonological /r/
and which have a phonological /w/, since he will later give up this temporary
rule and put in phonetic [r] in the appropriate places.

This example shows that, in language acquisition at least, it is possible to
have different phonological representations for the same sound. Thus [w]
is sometimes represented as /r/ and sometimes as /w/. A similar example is
found in the phonological system of a child isolated for twelve of her fourteen
years (Curtiss et al., 1974). In the speech of “Genie,” word-initial /sC/
sequences are pronounced either without the initial /s/ or with an inserted
[2] between the consonants, for example, spoor [piin] or [sapiin]. In this
case such words have been internalized (stored phonologically) with the

- underlying clusters, but the phonological system is characterized by a

phonetic sequential constraint disallowing these clusters onthe:surface.
At this stage in Genie’s development, there are two conflicting phonological
rules (one of s-deletion and one of s-insertion) which guarantee that [sC]
sequences will not appear at the beginning of a word.

1.7 Summary

; In this chapter we have distinguished between -phonetics and
phonology and, in the description of sound systems, between a phonetic and

-a phonological level. In the following chapters a close look will be taken at

these and other aspects of the study of phonology. In Chapter 2 we shall
begin by focusing attention on the development of distinctive feature theory,
which provides the framework most commonly used in the description of
phonological and phonetic segments. In Chapter 3 different approaches to

“phonological analysis will be treated, with particular emphasis on the nature

of underlying (phonological) representations. In ‘Chapters 4 and 5 the notions
of simplicity and naturalness will be discussed within the framework of

‘generative phonology. Finally, in Chapter 6, stress, tone, and other. supra-

segmental properties of phonology will conclude our study.



DETINCTNE  FEATURE
THEORY

2.1 The Need for Distinctive Features

Although the phonological rules in Chapter 1 are all written in
terms of segments, such notation is actually only an abbreviation. Rules
typically apply to classes of phonetically related segments, and not to arbi-
trary classes of unrelated segments. Thus, the change of /s, z,t,d/ to
[3, 7, &, j]illustrated from American English in the preceding chapter involves
something more general than four segments changing into four other
segments. In particular, the four phonological segments /s, z, t, d/ have in
common that they are alveolar consonants.! The four phonetic segments
[8, Z, & j] have in common that they are alveopalatal consonants. Thus, in
order to reveal that these two classes of segments are not composed of
random members, the American English rule by which the former consonants
are converted into the latter consonants before /y/ should, as a first approxi-
mation, be written as follows:

Alveolar — Alveopalatal / _ y
C C

! Actually, since they are not nasals or liquids, the consonants /s, z, t, d/ have in common
that they are alveolar obstruents (see 2.4.1).
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& 1 Vthe phonological segments becoming [3, Z, &, J] had been /s, k, b, 1/, no
" general phonetic feature such as alveolar could have been stated; similarly,

if /s, 2, t, d/ had become [§, g p, I], no general phonetic feature such as
alveopalatal could have been stated. In fact, this is exactly what is expected.
Since the two classes /s, k, b, 1/ and [, g, p, 1] are composed of arbitrary
segments, we should not expect to find languages utilizing these classes.
However, the arbitrariness of /s, k, b, 1/, as opposed to /s, z, t, d/, is revealed
only when an attempt is made to extract the phonetic property shared by all
of the segments. Wher a phonetic property can be extracted, a generalization
is revealed. When no.phonetic property can be extracted, these segments
should not be expected to occur as a class in languages.

It is a significant fact about. phonological systems. that segments typ-
jcally group themselves into phonetically definable classes. As just seen,
they do so in the inputs as well as the outputs of phonological rules (see
1.4.2). However, while the reformulation of the above rule of American
English is superior to the original formulation in Chapter 1 involving
individual segments, we still fail to see in this new statement of the rule why
the class of alveolar consonants should become alveopalatal before the seg-
ment [y/. As stated, it would perhaps make as good sense for this change to
be accomplished before the segment [p/ or [r/; etc. In order to reveal the

phonetic motivation or “naturalness” of such a change before /y/, the rule

must be reformulated again with [y/ restated also in terms of phonetic
features: :

Alveolar ~ Alveopalatal / — Palatal
C C G

Now we see that alveolar consonants become alveopalatal before a palatal
glide, which /y/ is. In other words, the phonetic maotivation for this rule—
rather than an equivalent change taking place before /p/ or [r/—is now
made explicit: alveolars become palatalized to alveopalatals before a palatal.
Thus a full understanding of this process of palatalization is possible only
when phonetic features are substituted for segments.:

Just as the symbols C, ¥, N, L, and G are abbreviations for consonants,
vowels, nasals, liquids, and glides, symbols such as p, t,'k, a, i, u are used as
convenient shortcuts for the feature compositions which combine to produce
these segments. The symbol p, for instance, stands for a consonant which is
voiceless, labial, and a stop; the symbol a stands for a vowel which is low,
central, and unrounded. While such segments will be used in the formulation
of phonological rules below, it is important to recognize that the phonetic
features are ultimately the factors responsible for the way phonological
systems function. '
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2.2 Trubetzkoy’s Theory of Distinctive Oppositions

The study of the phonetic properties of segments is the subject of
the various branches of phonetics. As such, this study of how speech sounds
are made dates back over two millennia. As phonologists, our interest in
phonetic features centers around the question of how the articulatory and
acoustic properties of sounds are put to work in various languages—in
particular, how they function to convey meaning. We shall begin with the
work of Trubetzkoy, one of the founders of the Prague School of Linguistics,
which developed in the decade preceding World War 1L

Trubetzkoy (1939) attempted a comprehensive taxonomy of the phonetic
properties of the distinctive contrasts employed by languages. He was
interested not only in how /p/ differs from /b/, but also in what the nature of
the contrast was within a given phonological system. Thus, in his Principles
of Phonology, he classified distinctive oppositions® on the basis of (1) their
relationship to the entire system of oppositions, (2) the relationship between
opposition members, and (3) the extent of their distinctive force.

2.2.1 Bilateral, Maltilateral, Proportional, and Isolated
Oppositions

The first dichotomy Trubetzkoy draws is between bilateral and
multilateral oppositions. In bilateral oppositions, the sum of the phonetic
(henceforth distinctive; see below) features common to both members of the
opposition is common to these two members only (1939:68). Thus, in
English, /p/ and /b/ stand in a distinctive opposition and have in common
that they are “oral labial stops.” The opposition is bilateral since there are
no other consonants in English which come under the heading “oral labial
stops.” /m/ is not in the same class because it is nasal, and /f/, /v/, and /w/
because they are not stops. In Thai, on the other hand, one finds not only /p/
and /b/ but also /p"/. We can still say that /p/ and /b/ stand in a bilateral
opposition, but it is necessary to further specify the properties that they have
in common as “oral unaspirated labial stops.” However, /p"/ and /b/ do
not stand in a bilateral opposition. They have in common that they are
““oral labial stops,” but /p/ is also an oral labial stop. Since there is a third
segment which shares the properties common to /p"/ and /b/, these latter
segments are said to be in a multilateral opposition.

Another example comes from English /ff and /b/. The two consonants

2 By opposition is meant a sound difference which results in a meaning difference, as dis-
cussed in Chapter 1. Thus there is an opposition between [p/ and /b/ in English, which
are said to be phonemes, because of such word pairs as pan and ban.
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| have in common that they are “labial obstruents” (see footnote 1). This is

an example of a multilateral opposition, since /p/ and /v/ are also labial
obstruents in English. In Berber, however, which has no */p/ or */v/, /f/ and
{b/ stand in a bilateral opposition, since there are no other labial obstruents
in the language. Thus, the same phonetic segments distinguished by the same
phonetic features can stand in a multilateral opposition in one language and
in a bilateral opposition in another language.

Another distinction is made concerning oppositions which, in relation to
the whole system, are either proportional or isolated. Trubetzkoy states
(p. 70) that “an opposition is proportional if the relation between its members
is identical with the relation between the members of another opposition or
several other oppositions of the same system.” Otherwise the opposition is
said to be an isolated one. In English, the opposition between /p/.and [b/ is
proportional, because the relation between its members. is identical with the
relation between /t/ and /d/ and between /k/ and /g/. On the other hand, the

‘opposition between /l/ and /r/ is isolated, since no other segments in English

stand In the same relation as these two opposition members. Whether: an
opposition is proportional or isolated depends on the language. For example,
the relation existing between [t/ and [x/ (that is, alveolar stop -: velar fricative,
agreeing in voice quality) is isolated in Standard. German, since. there is no
[y/ to correspond with the voiced alveolar stop /d/. In a language with /t/,
/d/; 1x/,-and [y/, the relation between /t/ and /x/ would be a proportional one,
since [t/ is to [x/ as [d/ is to Jy/. Trubetzkoy concludes (p. 71): that “these
different types of oppositions determine the inner order or structure of the
phonemic inventory as a system of distinctive oppositions.” Thus- “‘pro-
portions™ ‘can be stated, such as p:b = t:d = k:g, which are said to have
“phonological reality” (p. 72).

2.2.2 Privative, Gradual, and Equipollent Oppositions

In classifying oppositions on the basis of the relation between the
members of the oppositions, Trubetzkoy recognizes oppositions which are
privative, gradual, and - equipollent (p. 75).- In privative- oppositions, one
member of the opposition carries a phonetic “mark’ which the other member
lacks. In other words, it is a question of the presence vs. the absence of a

- feature, In the opposition /b/ : /p/ in English, /b/ is characterized by the

presence of voicing, while /p/ lacks voicing. In. the opposition /m/:/b/,
[m/ is characterized by nasality, while /b/ lacks it. In Thai; /p®/ has aspiration,
while /p/ lacks it, and so on. The opposition member which is characterized
by the presence of a mark is said to be “marked,” while the member which is
characterized by the absence of this mark is said to be “unmarked” (see
5.1.2.1).
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Oppositions in which the members are characterized by different degrees
or gradations of the same property are said to be gradual. Thus, in a language
such as Yoruba, which has the following seven-vowel system,

1 u

(& O

g o
a

the opposition between fu/ and /o/ is a gradual one, since the vowel Jo/is a
third degree of the same property (vowel height). /u/ cannot be said to carry
a mark, because there are three values of back rounded vowels—high, mid,
and low. In Turkish, on the other hand, where the following vowel system is
found.

i il i u

€ 6 a 0
it is possible to regard the opposition between /u/ and /of as a privative one.
This possibility results from the-fact that there are only two vowel heights
that are phonologically relevant in Turkish. The vowel /u/ can therefore be
said to have (high) vowel height, whereas the vowel /o/ lacks (high) vowel
height. In the binary feature system to be proposed in 2.4 below, the vowels
in the first row are viewed as [+high], and the vowels in the second row
are [—high]. :

The third possible relation between members of an opposition results when
the members are considered “logically equivalent” (p. 75). In other words,
it is not possible to view one as having a mark which the other lacks. Nor is
it possible to view the two members as differing by the degree of some phonetic
property. Such an example is the opposition in English between /p/ and [t/
or between /t/ and /k/. It is not possible, as in the case of vowel heights, to
speak of a continuum from labial to velar, whereby /p/ and /t/ would differ,
say, by degree of backness. Unlike vowels, where only the degree of vowel
height is involved, different places of articulation in consonants are obtained
by discrete changes in the two articulators. Thus, the Iabial consonant /p/

involves the upper and lower lips, while the consonant /t/ involves the tip -

of the torgue and the upper teeth. This third category of oppositions is
termed equipollent.

In determining the nature of an opposition, it is always important to consider
the inventory of distinctive sounds (phonemes) in the language under
investigation. We have seen that the same opposition can be privative in one
language but gradual in another. For this reason Trubetzkoy distinguishes
between “logically” privative, gradual, or equipollent and “actually”
privative, gradual, or equipollent. The /u/ : /o/ opposition discussed above
is logically gradual (since we know that there are languages with /2/), but
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may be considered actually privative in a language such as Turkish. This
opposition is, of course, actually gradual in Yoruba, which has /o/. Thus, in
‘Trubetzkoy’s view, there are phonetic universals (universal relations between
sounds), but languages may alter the logical (that is, phonetic) relation
between two opposition members in phonological systems.

2.2.3 Constant and Neutralizable Oppositions

Trubetzkoy’s. (1939) final classification is made according to the
extent of the distinctiveness of an opposition (p. 77). He draws a distinction
between ‘constant and neutralizable oppositions. A classic example of a
neutralizable opposition comes from Standard German. While there is an
opposition between the voiceless consonants /p, t, k, f, s/ and the voiced
consonants /b, d, g, v, z/ in some positions of the word in German (for

- example, Tier [ti:r] ‘animal’ vs. dir [di:r] ‘to you’), only the voiceless

series is found at the end of ‘a word. Although Rat ‘advice’ and Rad ‘wheel’
are written differently, both are pronounced [ra:t]. The plural forms Réte

~ [re:to] ‘advices’ and Rader [re:dor] ‘wheels’ show a contrast between /t/

and /d/, since these consonants are, with the plural suffixes —e and —er, no
longer at the end of the word. The opposition between /t/ and /d/ is therefore
realized phonetically only in certain positions. Where only [t] is found
phonetically, the opposition is said to be neutralized. On the other hand,
when the two members of an opposition can occur in all positions, there is
no neutralization. Rather, the opposition is said to be constant. In Nupe, for
instance, the general phonological structure is CVCV. That is, each syllable
consists of ‘a consonant followed by a vowel, with few exceptions. The
opposition /t/ : /d/, as exemplified by the verbs /ta/ ‘to tell’ and /da/ ‘to be
soft,” is -a constant one, since both opposition members are found in all
possible consonant positions (see 5.1.2.1). .

2.3 Jakobson’s Theory of Distinctive Features

The importance of Trubetzkoy’s work is that he attempted to give a
phonological analysis of phonetic contrasts. In his framework, it is possible.
not-only to describe the opposition between /p/ and /b/, as in English /pin/
and /bin/, as one of voicing, but also to characterize it as bilateral, pro-
portional, privative, and neutralizable.> With these notions, Trubetzkoy was
able to reveal how the same phonetic contrast may structure differently in

’ different languages. Depending on the system, a given opposition may be

3 The opposition between /p/ and /b/ is neutralizable in English because only [p}is found
after word-initial /s/, e.g., spin, but not *sbin. i : :
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privative in one language but gradual in another (for éxample, fu/ : fof in
Yoruba and Turkish).

While Trubetzkoy’s concern was to capture the phonological properties of
such frequent phonetic contrasts as voicing in consonants and height in
vowels, the concerns of Jakobson, another founding member of the Prague

School, were somewhat different. Jakobson wanted to develop a theory of

phonology which would predict only those oppositions which could be found
in languages. In particular, he hypothesized that the presence of certain
phonetic oppositions precludes the presence of other oppositions. For
example, in works such as Jakobson, Fant and Halle (1952) and Jakobson
and Halle (1956) it is maintained that languages do not have contrasts be-
tween labialized, velarized, and pharyngealized consonants, that is, /C"/,
/C®/, and [C/, respectively. Jakobson claimed that a given language will
contrast only one of these three consonant types with a plain /C/. Thus,
while there can be an opposition between /C/ and /C"/, /C/ and /C*/, and
/C/ and /C/, one cannot find an opposition between /C*/ and /C¥/, /C¥/ and
/C/, or [C"] and [C/. This mutual exclusiveness of these three kinds of
consonants led Jakobson, Fant and Halle to propose that they are merely
surface phonetic realizations of the same underlying feature of flatness (see
below). They hypothesized that there are a limited number of such features,
say 12 to 15, which together account for all of the oppositions found in the
world’s languages.
Since many more than 12 to 135 phonetzc features are necessary to differ-
entiate the various sounds occurring in languages, it becomes apparent that
some of these phonetic features will be “conflated” into the more limited set
of phonological or distinctive features. This represents, then, a major departure
from earlier phonetic studies of speech sounds. In the work of other phonetic-
ians and phonologists, there is an assumption that the same features are to
be used to characterize phonological contrasts in a language and to describe
the phonetic content of various speech sounds. Jakobson’s position is that
there are certain phonetic distinctions, such as labialization, velarization,
 and pharyngealization, which are not available per se as phonological
features but rather are representative of the more basic phonological feature
of flatness. Thus, for the first time, the possibility is entertained that the set
of phonological features may not be the same as the set of phonetic features.

2.3.1 Articulatory vs. Acoustic Features

Since the earliest phonetic studies, segments have been classified
according to their articulatory properties. In consonants, for example, one
asks where a sound is made (place of articulation), how it is made (manner
of articulation), and what the state of the glottis is (voiced, unvoiced, etc.).
(Other factors include what airstream mechanism is involved and whether
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~thé yelum is raised or lowered.) In vowels, one asks which part of the tongue

is raised (front, back, central), how much it is raised (high, mid, low), and

“whether the lips are rounded. While this is the most common and oldest way

of classifying sounds, it is now possible with technological advances to group

- sounds according to their acoustic properties. That is, phonetic features
“such as the one distinguishing [p] from [b] can be stated either in terms of
~what is involved in the production of such sounds in the vocal tract or in
““terms of the characteristics of the acoustic signal which results from the

-different articulatory gestures. In other words, segments can be similar (or
dissimilar) either in the way they are made or in the way they sound, two

- aspects which of course are related.

While - the overwhelming emphasis has been on the articulatory side. of
phonetics, there are distinct cases where phonological properties cannot be
accounted for without considering the acoustic properties of the sounds in
question. A simple case is seen in the following data from Fefe?-Bamileke:

[vap] ‘to whip’
[fat].  ‘to eat’
{tak] ‘to seek’

In this language, the oral stops [p], [t], and [k] can occur at the end of a
word preceded by a low unrounded vowel. In such words the difference
between [a] (a front vowel similar to the vowel of French patte ‘paw’) and
[a] (a back vowel similar to the a sound of father in certain dialects of

"English) is totally redundant: before [p] and [k] we find [a], and before

[t] we find [a]. The question is, why?
While a front vowel might be expected to be backed before a back (velar)
consonant, the change of /a/ to [a] before [p] is not so easily explained. It

 would appear that [p] and [k], which function together in this backing
_process, have some phonetic feature in common—and yet articulatorily they

are made at opposite extremes in the oral -cavity.

The reason is that [p] and [k] share an acoustic property which [t] does
not share with either one. Both [p] and [k], since they are made at the pe-
ripheries of the oral cavity (one at the lips and one at the back of the mouth),
produce a concentration of energy in the lower frequencies of the sound
spectrum (see Fant, 1960 for further discussion). Since alveolar/dental and
palatal sounds cut the oral cavity in two, they do not create a large oral
cavity, but rather two smaller cavities. Consequently, they have in common a
concentration of energy in the upper frequenciés of the sound spectrum.
This acoustic distinction is directly incorporated into"the feature system
proposed by Jakobson et al. Labial and velar consonants are said to share
the property of graveness (low tonality), and alveolars and palatals share the
property of acuteness (high tonality).

Turning to the vowels [a] and [a], back vowels, like labial and velar
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consonants, are made at the periphery of the oral cavity, since the tongue is

raised in the back of the mouth; front vowels, like dental/alveolar and palatal

consonants, are made in a non-peripheral (or medial) part of the oral cavity,
since the tongue is raised in the center of the mouth.. Consequently, both
consonants and vowels differ in this acoustic property of graveness/acuteness,

as follows:

GRAVE ACUTE

labial C’s  dental/alveolar C’s
velar C’s  palatal C’s
back V’s  front V’s

Now that this acoustic property of consonants and vowels has been identified, |
the Fe?fe? forms given above can be accounted for in a straightforward way.

Instead of writing a phonological rule in terms of segments, as follows:

fa = ]/ — {ﬁ}##

which states that /a/ becomes [a] before word-final [p] and [k], the rule
should be written in terms of phonetic features:

Acute - Grave [ . Grave ##
" LowV LowV C

An acute low vowel becomes a grave low vowel before a grave consonant.
This formulation reveals that the process in question is phonetically moti-

vated: low vowels are changed to agree in graveness with word-final con-

sonants. In this sense, this rule can be compared with the rule of palatalization
presented at the beginning of this chapter. Both rules involve cases. of
assimilation by which segments acquire the features of surrounding segments.
This assimilation can be either articulatory or acoustic in nature, depending
on the feature which is being assimilated. Thus-there is a need for both
articulatory and acoustic features in phonology (see Hyman, 1973a).

2.3.2 Binary vs. Nonbinary Features 3

While one innovation of Jakobson and his co-workers was to in-
corporate acoustic phonetics-into phonology, another innovation was to
convert all phonological features into binary ones. That is, a feature can have
only two values, one of which is designated as [+ F] and the other as [ ~F].
In many cases only a binary approach is phonologically significant, as in
those oppositions which Trubetzkoy termed privative. Thus, phonemes are
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3 ,éitﬁef [+nasal] or [—nasal], though phonetically some sounds may be
_more heavily nasalized than others. The sound [b] is often said to be more

fully voiced in French than in English. For phonological purposes, however,
both are [+voice]. Presumably there will be phonetic statements which
specify the degree of voicing or the degree of nasality, etc. But apparently
languages will rarely, if ever, use two degrees of voicing or nasality for
contrastive purposes. :

In other cases, however, the binary nature of a feature may not be as clear.
While Trubetzkoy’s equipollent oppositions, such as Labial vs. Dental, can

easily be reinterpreted as [ +1abial] and [ +dental] (though this is not what

Jakobson proposed), Trubetzkoy’s gradual oppositions seem to defy binary
reinterpretation. Thus, the vowels /i, ¢, &, &/ differ in degree of vowel height
and would appear to require a scale, say from [1 vowel height] for /&/ to
[4 vowel height] for /i/. However, as will be shown in the discussion of vowel
features, Jakobson reinterpreted these four vowel heights in terms of two

‘binary features, Diffuse and Compact. In claiming that all features are binary,

including features which are logically gradual from a phonetic point. of view,
Jakobson made an important break with all previous linguistic analyses of
sounds-—a-break which is still being debated today, as we shall see.

2.3.3 The Distinctive Features of Jakobson and Halle

Since the proposed binary features were designed only to capture

‘the phonological oppositions found in languages, but not necessarily to
- capture the different phonetic realizations of these oppositions, they are

referred to as a set of distinctive features. Since these features are not meant
to be phonetic features, but rather phonological features, they do not account
for every phonetic detail of the phonological segments.

2.3.3.1 The Major Class Features = Perhaps the features which best
reveal the motivation of Jakobson’s approach are those he set up to classify
the ‘major classes of sounds. ‘While traditional phonetics distinguishes
consonants, vowels, glides - (semivowels/semiconsonants), ~and - liquids,
Jakobson et al. proposed two binary features, Consonantal and Vocalic.
Like all of Jakobson’s features, Consonantal and Vocalic can be defined in
terms of either their acoustic or their articulatory correlates. Thus, Jakobson
and Halle (1956:29) define these features as follows:*

Consonantal[non-consonantal: acoustic=low (vs. high) total energy; articu-
latory—presence vs. absence of an obstruction in the vocal tract.

% The definitions of these features are given for reference only; for a deeper understanding
of the motivation behind these features, as well as their phonétic justification, see Jakobson,
Fant and Halle (1952) and Jakobson and Halle (1956).
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Vocalic/non-vocalic:  acoustic—presence vs. absence of a sharply defined

formant structure; articulatory—primary or only excitation at the glottis together
with a free passage through the vocal tract,

These two binary features define four major classes of segments, as seen
below:

TRUE CONSONANT  VOWEL LIQUID GLIDE
+cons —cons +4-cons —cons
- VOC +voc +voc -vVoC

eg. [p/ laf n Iyl

The class of true consonants (including stops, fricatives, affricates, and

nasals) is.specified as [ +cons, —voc], since they are characterized by an'

obstruction in the vocal tract and therefore do not permit a free passage of air;
the class of vowels, on the other hand, is specified as just the opposite, that is,

[ —cons, +voc], since there is no obstruction and consequently a free passage

of air through the vocal tract. The classes. of liquids (for example, /I and

/r/ sounds) and glides (/w/ and /y/ sounds) are intermediate between these 1

two classes, as can be seen from their feature specifications.

These specifications reveal that true consonants have nothing in common

with vowels, On the other hand, vowels and liquids share the feature specifi-
cation [ -+ voc], and vowels and glides share the feature specification [ — cons].
Since true consonants and vowels. share neither feature specification in

common, it is seen that these two classes have nothing in common except |

that they are comprised of segments. In other words, these binary features
provide a way of revealing “natural classes” of segments:

C+L : [+cons]
C+G : [-voc]
V+ L : {[+voc]
V+ G i [~cons]

The notion of natural class is an important one in phonology, and one which
will be dealt with in greater detail in 5.1.1. For the purposes of the present
discussion, it suffices to say that feature specifications are designed to make
specific claims about the similarities of classes of ségments. These claims
are substantiated both by phonetic studies into the articulatory and acous-
tic properties of sounds and by phonological studies of specific languages.
Thus, if the claim that C+ L, C + G,V + L, and V + G share prop-
erties in common is correct, languages should be expected to reflect this
claim. For example, phonological rules should occur where true consonants
and liquids function together in the input—or in the output (see Chapter 5).

jconsonantal

flat - - -
- yoice

strident - - -
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As we shall see in 2.4, the claims made by these particular Jakobsonian

' ‘features are only partially valid.

2.3.3.2 The Distinctive Features of Vowels As stated in the previous
sectlon, vowels are specified as [ —cons, +voc]. In addition, the three pa-
rameters of tongue height, tongue position, and lip rounding are accounted
for by means of the features Diffuse, Compact, Grave, and Flat, as seen in
Table 2.1 (see Halle, 1962:389).

Table 2.1
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The featxires Diffuse, Compact, Grave, and Flat are deﬁned by Jakobson

and Halle (1956:29) as follows:?

Compact]diffuse: acoustic—higher (vs. lower) concentration of energy in a
relatively narrow, central region of the spectrum, accompanied by an increase
(vs. decrease) of the total amount of energy; articulatory—forward-flanged vs,
backward-flanged (the difference lies in the relation between the volume of the

resonance chamber in front.of the narrowest stricture and behind this stricture).

Gravelacute:® acoustic—concentration: of energy in the lower (vs. upper)
frequencies of the spectrum; articulatory—peripheral vs. medial. . ..

Flat/plain:” acoustic—flat phonemes in contradistinction to the corresponding
plain ones are characterized by a downward shift or weakening of some of their
upper frequency components; articulatory—the former (narrowed slit) phonemes ‘
in contradistinction to the latter (wider slit) phonemes are produced with a
decreased back or front orifice of the mouth ‘resonator, and a concomitant
velarization expanding the mouth resonator.

3 The features Voice, Continuant, Strident, and Nasal are dealt with below.
6 The term Acute refers to segments which are [—grave].

.7 The term Plain refers to segments which are [—flat].
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From Table 2.1, the following correlations can be noted between these
features and the vowels they specify: ‘

[+ diffuse] high vowels
[—diffuse] mid and low vowels
[+ compact] low vowels
{—compact] high and mid vowels
[+ grave] : . back vowels
[—grave] :  front vowels

[+flat] : rounded vowels
[—flat] : unrounded vowels

Two important aspects of this system are that no provision is made for
more than two degrees of frontness/backness and that no provision is made
for more than three vowel heights. The claims inherent in these proposals are
that no language will ever contrast more than two degrees of frontness/
backness or more than three degrees of vowel height. Since these features are
designed only to capture phonological contrasts in languages, it does not
matter that [i] and [a] are really central vowels phonetically or that [€] is a
fourth vowel height intermediate between [e¢] and [&]. /i and /a/ are specified
as [ +back]; /e/ is specified as a mid vowel, that is, as [ — diffuse, ~compact],
and differentiated from Je/ by an additional feature, Tense, as defined below
(Jakobson and Halle, 1956:30):

Tense/lax:® acoustic—higher (vs. lower) total amount of energy in conjunction
with a greater (vs.  smaller) spread of energy in the spectrum and in time;
articulatory-—greater (vs. smaller) deformation of the vocal tract away from its
rest: position.

The vowel /e/ is [+tense], while the vowel /e/ is [ —tense]. Similarly, the
vowels /i/ and fu/ are [ +tense], while the corresponding lax vowels /i/ and
/U] are [ —tense]. Turning to degrees of frontness/backness, if a langnage has
the two phonemes /u/ (a back rounded vowel) and /i/ (a central unrounded
vowel), these can be differentiated on the basis of the specification for the
feature Flat: Ju/ is [+grave, +flat], and /i is [+grave, —flat]. On the
other hand, if the same language were to contrast fwi/ (a back unrounded
vowel) and /i/ (a central unrounded vowel), a problem would arise, since both
of these vowels would have to be specified as back unrounded, that is, as
[ +grave, —flat]. While no language has been shown to have such a contrast,
the difference between fwi/ and /i could conceivably be characterized by
specifying the former as [ +tense] and the latter as [ —tense]. In such a way,
Jakobson’s claim that languages do not contrast three degrees of frontness/
backness can be maintained (but see 2.5.3).

8 The term Lax refers to segments which are [—tense].
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= The’four remaining features of the vowel chart, namely Voice, Continuant,
 Strident, and Nasal, are defined as follows (Jakobson and Halle, 1956:30,

~31):

Voicedfvoiceless: acoustic—presence vs. absence of periodic low frequency
excitation; articulatory—periodic vibrations of the vocal cords vs. lack of such
vibrations. .

Discontinuous|continuant:® acoustic—silence (at least in frequency range above
vocal cord vibration) followed and/or preceded by spread of energy over a wide
frequency region . . . vs. absence of abrupt transition between sound and such a

- ‘silence; articulatory—rapid turning on and off of source either through a rapid
closure and/or opening of the vocal tract that distinguishes plosives from con-
strictives [that is, stops and affricates from fricatives]. .

Strident/mellow:*° acoustic—higher intensity noise vs, lower intensity noise;
articulatory—rough-edged vs. smooth-edged. ...

Nasaljoral (nasalized[non-nasalized): acoustic—spreading the available energy
over wider (vs. narrower) frequency regions by a reduction in the intensity of
certain (primarily the first) formants and introduction of additional (nasal)
formant; articulatory-—mouth resonator supplemented by the nose cavity vs. the
exclusion of the nasal resonator.

All of the vowels discussed so far are specified [ +voice, +continuant,
~strident, —nasal]. While languages have been known-to have voiceless
as well as nasalized vowels, vowels are universally specified [ +continuant]

and [-strident]. That is, all vowels are characterized by a continuous air

flow, while no vowels are characterized by the kind of high-intensity noise
described by the specification [+strident]. Thus, the contrasts between
[+continuant] and [—continuant] and [+strident] and [ —strident] are
limited to consonants.

2.3.3.3 The Distinctive Features of Consonants =By consonant is
meant, in the Jakobsonian framework, any segment which is not specified
[—cons, +voc]. That is, any segment which is either [ +cons] or [ —voc]
qualifies as a consonant. One of the great advantages of Jakobson’s feature
system. is that it makes it possible to characterize both consonants and
vowels in terms of the same features. Whereas phoneticians speak of vowels
as being either front, central, or back but of consonants as being labial, -
dental, etc., these different placements of the two .articulators required to
make vowels and consonants are related in Jakobson’s system by means of
the features Diffuse and Grave. Table 2.2 (see Halle, 1964:396) shows how
the same distinctive features already illustrated for vowels capture the

9 Discontinuous segments are [—continuant]; continuant segments are [+ continuant];
see below.
10 The term Mellow refers to segments which are [—strident].
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Table 2.2  Distinctive Feature Representation of English Consonants
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;c;,;i‘trasts of English consonants.'! As stated earlier, the features Consonantal

o and Vocalic distinguish between true consonants, which are [ +cons, —voc];

liguids, which are [+cons, +voc]; and glides, which are [—cons, —voc].
In addition, the following correlations between the remaining features and
the consonants they specify can be extracted from this chart:

[+ diffuse] : labial and dental/alveolar consonants
[~ diffuse] : palatal and velar/back consonants
[+grave] : - labial and velar/back consonants
[~ grave] : dental/alveolar and palatal consonants
[+ voice] : voiced consonants

- [~voice] : voiceless consonants

[+continuant] : fricatives, liquids, glides
[—continuant] stops and affricates ;
- [+strident] noisy fricatives (labiodental, alveolar; alveopalatal), affricites
[- strident ] less noisy fricatives (interdental, as well as palatal and velar;
see below), stops, liquids, glides
[+nasal] ~°  : ' nasal consonants
[~nasal] :-oral consonants

In addition, aspirated consonants, as well as the glide /b/, are specified as
[+tense].'?

2.3.3.3.1 Primary Articulations This feature analys1s is possible
only as a result of Jakobson’s focus on underlying sound contrasts rather
than on surface phonetic contrasts. As an examiple, consider the consonant

chart included in Appendix 1. In this arrangement of consonants,. it is

necessary ‘to distinguish -at least ten places of articulation: bilabial, labio-
dental, interdental, dental/alveolar, alveopalatal, palatal, velar, uvular,
pharyngeal, and glottal. It is quite clear, however, that no language will ever
contrast ten places of articulation. Rather, if one takes a close look at this
consonant chart; a number of gaps are observed. Some of these gaps represent

.impossible feature combinations; for example, voiced glottal stops do not

exist. Other gaps represent infrequent feature combinations such as palatal
and velar affricates ([¢f, ] and [k*, g¥]), which are much less frequent than
labiodental, alveolar, and alveopalatal affricates ([p’, b*], [t*, d*], and
[¢,]] = [, ). |
Notice that only the fricatives [6] and [8] are represented. in the inter-
dental position (the affricates [t?] and [d®] are also possible, as we shall see
below). Thus, only in fricatives is there a potential contrast between inter-
dental and dental/alveolar consonants, that is, /6/ and /3/ vs. /s/ and [z/.

1 Just as the features Continuant and Strident are not used for vowels, the feature Compact
is not used for consonants.
'2 Other secondary articulations involve the features Sharp and Checked; see 2.3.3.3.2,
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If one could show that there is an additional feature distinguishing these
two pairs of consonants, then it would no longer be necessary to recognize
an interdental position as a phonologically relevant distinction. Jakobson
et al. (1952, 1956) claim that such a feature does exist, namely Strident, and
that /8/ and /3/ differ from /s/ and /z/ in that the former are [—strident],
whereas the latter are [+ strident]. Thus this contrast, which is usually viewed
as a difference in place of articulation, can be reinterpreted-as a difference in
noise components. In fact, this same contrast between [+strident] and
[—strident] can be used to differentiate the labial fricatives [¢, ], which
are [ —strident], and the labiodental fricatives [f, v], which are [ +strident].
Finally, the alveopalatals [§, 7] differ from the palatal fricatives [¢, j] in
that they are [ +strident], whereas the latter are [ —strident].

In order to eliminate the labiodental and alveopalatal positions, however,
it is necessary to account for the difference between [p, b] and [p, b*] on
the one hand and [c, 7] and [&, j] on the other, that is, the difference between
stops and affricates. Since the affricates [pf, b, ¢, d?, &, j] are characterized
by considerable noise (stridency), Jakobson et al. attribute the difference
between stops and affricates to this feature: affricates are [+strident],
whereas stops are [—strident]. We therefore have the following feature
specifications:

¢ f ©6 s % ¢ p p t t & ¢

strid - 4+ o~ 4+ A+ - = ok - 4+ =
cont + 4+ + + + A+ - = = - =

Thus, the features Strident and Continuant define the oppositions stop/ ‘

fricative, stop/affricate, and affricate/fricative. By use of the feature Strident,
six places of articulation (bilabial, labiodental, interdental, dental/alveolar,
alveopalatal, palatal) are reduced to three. We can refer to these three places
of articulation as labial, dental, and palatal, bearing in mind that each of
these stands for two more precise phonetic places of articulation.

Jakobson, ‘Fant and Halle (1952:24) further propose that the uvular
fricative [X] differs from the velar fricative [x] in that it is [ +strident],
whereas the latter is [ —strident]. While this works for the fricative opposi-
tions in these two positions, it is not possible to view the difference between
the velar stop [k] and the uvular stop [q] as one of stridency. Harms (1968:
32) uses the feature Flat (see below) to distinguish /k/ and /q/ in Quechua:
J/k/ is [—flat] and /q/ is [+1lat]. This is only possible, however, if there is
no opposition between /k%/ and /q/, since /k%/, being a rounded consonant,
is [+flat]. While the Jakobsonian features are not fully adequate to this
purpose, it will be shown in 2.4.2.1 that velars and uvulars can be classified
under one heading which will be called velar. Thus there are four general
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sositions, each of which subdivides into two more specxﬁc phonetic places
f articulation distinguished by other features:

LABIAL DENTAL
Bilabial  Labiodental - - Interdental .  Dental/Alveolar
PALATAL VELAR

Alveopalatal - Palatal Velar . Uvular

These four places of articulation are dlstmguxshed by means of the two

- distinctive features Grave and Diffuse:

LABIAL  DENTAL = PALATAL ‘- VELAR

Grave -+ - - +
‘Diffuse + + - -

2.3.3.3.2. Secondary Articulations Distinctions in consonants with
secondary articulations (labialization, palatalization, etc.) are captured by
means of the features Flat (defined earlier), Sharp, and Checked, the latter
two being defined as follows (Jakobson and Halle, 1956:31):

Sharp[plain: acoustic—sharp phonemes in--contradistinction to the corre-
sponding plain ones are characterized by an upward shift of some of their upper
-frequency components; articulatory—the sharp (widened slit) vs. plain (narrower
slit) phonemes exhibit a dilated pharyngeal pass, that is, a widened back orifice
of the mouth resonator; a concomitant palatalization restricts and compartments
the mouth cavity.

Checked|unchecked: acoustic—higher rate of discharge of energy. within a
reduced interval of time vs. lower rate of dlscharge within a longer interval;
articulatory—glottalized vs. non-glottalized.

These features define. the. following sets of .consonants thh secondary
articulations (only the plus specifications are of interest here):

[+flat] : labialized, ' velarized, - pharyngealized, and retroflex con-
sonants’
[+sharp] . palatalized consonants

[+checked] : - glottalized consonants
cf.. [+tense] aspirated and geminate/long consonants

By treating labialized, velarized, pharyngealized, and retroflex consonants
all as phonetic manifestations of the feature specification [ +flat], the claim
is made that no language will ever contrast,say, /t*/ and /t/, or [t/ and [t*.
This feature system therefore makes a claim—or predlctlon——about languages
which is not made in feature systems not relating these secondary articulations
as realizations of the same underlying property. In this sense, Flat is what
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has come to be known as.a ““cover feature,” since it can stand for any one of

four possible phonological contrasts, depending on the language (see 2.4.2.3)..

2.3.3.4 Summary - Jakobson, Fant and Halle’s system proposes to
account for all of the possible phonological contrasts of languages by means
of the following thirteen features (excluding features of tone and stress):

Vocalic Voice Checked
Consonantal Nasal Grave
Compact Continuant ~ Flat
Diffuse Strident Sharp
Tense .

These features represent innovations in three areas: (1) the features capture
phonological contrasts rather than describe phonetic segments, (2) the
features are all binary in nature, and (3) the features are defined primarily in
acoustic terms.

2.4 The Distinctive Features of Chomsky and Halle

The distinctive features presented in Chapter VII of The Sound
Pattern of English (SPE), although based to a great extent on the work of
Jakobson, Fant and Halle (1952) and Jakobson and: Halle (1956), reveal a
number of modifications. These modifications are to be found both in the
specific set of distinctive features used to capture contrasts and in the con-
ceptualization of these features.

While Jakobson’s emphasis was on capturing all the possible phonological
contrasts of languages by means of his features, Chomsky and Halle (1968)
explicitly distinguish two functions of their features. On the one hand, the
distinctive features are designed, like Jakobson’s features, to capture the
phonological contrasts of languages. On the other hand, they are designed to
describe the phonetic content of segments derived by phonological rules, as
well as underlying segments. This difference, with Chomsky and Halle looking
as well at the noncontrastive feature composition of derived segments, will
become clear as the modifications they proposed in the set of distinctive
features are pointed out.

2.4.1 The Major Class Features

As pointed- out in 2.3.3.1, the Jakobsonian features Consonantal
and Vocalic define four major classes of segments: True Consonants, Vowels,
Liquids, and Glides. In addition, these features reveal certain similarities
between the major classes: true consonants and liquids are [+cons], true

~con
- yowel
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Qsdnants and glides are [—voc], vowels and liquids are [+voc], and
s and glides are [ —cons]. These feature specifications therefore predict
that segments will group together in just this way, for example, that true

* consonants and liquids will be subject to certain. phonological rules that
~ yowels and glides are not subject to.

_There are, however, serious problems with these features, as pointed out
by Chomsky and Halle (1968). While the binary features Consonantal and
Vocalic provide a means of capturing relations between segment classes in
groups of two, there is no straightforward way to group three classes together ‘
as opposed to the fourth. In fact, the most natural grouping of these four

. major classes may be between true consonants, liquids, and glides on the one

hand and vowels on the other. That is, phonological properties must often

‘be stated in terms of vowels and nonvowels, as when one gives the general
“word structure of a language as CVCV (consonant-vowel-consonant-vowel).

In such formulae the C stands for either a true consonant, a liquid, or a
glide. These consonants have in common that they are usually not syllabic.!?
Vowels, on the other hand, are always syllabic. If one attempts to state a
CVCV constraint on word structure in a language, it is necessary to use a

- disjunction of the following sort (where the braces indicate that either one

of the specified features or the other is to apply):
44 {{+cons]} [—cons] {[+cens]} [-—cons] o H

[~voc] +voe [=voc] +voc

- Since the class of nonvowels is defined as those segments which are either
- [+cons] or [ ~voc], it is necessary to use a disjunction to express the above

CVCYV word structure constraint, However, in so doing; the generalization
which is missed is that every other segment is syllabic. Each CV sequence
defines a syllable in this language. It therefore cannot be the case that both
C and V are syllabic. Rather, if a new feature Syllabic is substituted for the
old feature Vocalic, this word structure constraint can be stated much more
satisfactorily as follows:

##4 [—syll] [+syll]] [—syll] [+syll] ... ##

After providing evidence that languages commonly group segments into
vowels and nonvowels, Chomsky and Halle (1968:354) propose, following
Milner and Bailey, that the feature Syllabic replace the feature Vocalic.
[ +syllabic] segments are those constituting a syllabic peak, that is, vowels,
syllabic liquids, and syllabic nasals (see Table 2.3); all remaining segments
are said to be [ —syllabic].

13 A segment will be viewed as syllabic if it constitutes the nucleus or peak of a syllable
(see 6.1.1.1). Liquids can, of course, be syllabic, as can nasal consonants, as we shall see.
Glides, on the other hand, when they “turn’ syllabic, become vowels.
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While this new feature allows the grouping of true consonants, (non-
syllabic) liquids, and glides, as opposed to vowels, there is no feature which
allows the grouping of vowels, liquids, and glides, as opposed to true cons
sonants. If such a grouping were to be attempted using the features Con-
sonantal and Vocalic, another disjunction would be required, namely:

{[——cons]}
[+voc]

Vowels, liquids, and glides have in common that their normal state of the
glottis is [+voice]. Voiceless vowels, liquids, and glides are attested in
languages but are relatively rare. On the other hand, nasal consonants,
which, like oral consonants, are specified [ +cons, —voc], also have [ + voice]
as their normal state of the glottis. Voiceless nasals do exist, but again they
are relatively rare. Thus it appears that there is a need for a feature which
will group vowels, liquids, glides, and nasals together. In order to group
these segments together, Chomsky and Halle (1968:302) propose the feature -
Sonorant: vowels, liquids, glides, and nasals are [ +sonorant], defined by a !
relatively free air passage either through the mouth or through the nose;
non-nasal true consonants, which are called obstruents (that is, stops, affricates,
and fricatives), are [ —sonorant]. As we shall observe in later chapters, such
a distinction is often utilized by languages in phonological rules. Thus the }
feature Vocalic is abandoned, and the two new features Syllabic and Sonorant,

along with_the Jakobsonian features Consonantal and Nasal, define the
following major classes of segments:

Table 2.3

C v L G N L N
cons + - + - + + +
son -~ + + + + + +
nas - - - - + - +

In Table 2.3, C stands for the class of obstruents, and L and N for syllabic
liquids and nasals, respectively. Two things should be noted about this table.
First, it can now be seen that glides and vowels differ in precisely the same
way as nonsyllabic and syllabic liquids and nasals, that is, G:V = L:L =
N: N. Second, according to these feature specifications, liquids and nasals
differ only in nasality: liquids are [—nasal], while nasals are [+nasat].
This can potentially create a problem, since the above four features do not
differentiate nasalized liquids (for example, [1], [¥]) from true nasals (for
example, [n]). Here we have the possibility of using the feature Continuant,
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2 éardéd over from Jakobson, whereby liquids are [ +cont] and nasals [ —cont].
~ Jtshould, however, be noted that although Chomsky and Halle (1968:303)

characterize voiceless vowels (and presumably voiceless liquids, glides, and

“pasals)as [+ sonorant], they are probably best seen as [ —sonorant}, that is,

as obstruents in the case of L, G, and N. This includes /h/, which Chomsky
and Halle consider to be a voiceless glide and [+sonorant]:

2.4.2 Primary Placement Features for Vowels and Consonants
Chomsky and Halle (1968) retain the features Consonantal (p. 302),

‘Tense (p. 324), Voice (p. 326), Continuant (p. 317), Nasal (p. 316), and

Strident (p. 329) from the earlier feature system. In all other cases new features

‘are substituted. The approximate correlations between the two systems,

which we shall now discuss in turn, are given below:

CHOMSKY AND HALLE JAKOBSON ET AL.

vowels consonants
[+high] [+ diff] [—diff]
- [+1low] [+comp] [+flat]
[+back] [+ grave] +grave
—diff
[+ anterior] —_— [+ diff]
[+coronal] _— [—grave]
[+round] [+flat] [+flat]

2.4.2.1 The Features High, Back, and Low The features High,
Back, and Low characterize the body of the tongue. They are defined by
Chomsky and Halle (1968) as follows:

High sounds are produced by raising the body of the tongue above the level it
occupies in the neutral position; nonhigh sounds are produced without such a
raising of the tongue body. (p. 304)

Back sounds are produced by retracting the body of the tongue from the
neutral position; nonback sounds are produced without such a retraction from

- the neutral position. (p. 395)

Low sounds are produced by lowering the body of the tongue below the level
that' it occupies in the neutral position; nonlow sounds are produced without
such a lowering of the body of the tongue. (p. 305)

The neutral position of the body of the tongue is “assumed to be raised and
fronted, approximating the configuration found on the vowel [e] [read [€]]
in English bed” (p. 304). These features are used for both vowels and con-
sonants. : ‘
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Since in the case of the features High and Low, no segment can be [ +high
+low] (for this' would imply a sound which is simultaneously both raised and
lowered from the neutral position), these features define three possibilities
[+high, —low], [—high, —low] and [—high, +low]. Since [+ high]
automatically implies [ —low] and [ +low] implies [ —high], we can refe
to these three classes as [ +high], [—high, —low], and [ +low]. Segments
which are [+high] include all high vowels; the glides /y/ and /w/; and
palatal, palatalized, velar, and velarized consonants. Thus, the segment
[i,u,y,w, & ¢, k, t*] are all [ +high]. Segments which are [ —high, —~low]
include mid vowels and uvulars, for example, [e, 0, g, R]. Finally, segments
which are [+low] include low vowels, pharyngeals and pharyngealized:
consonants, and glottal (laryngeal) consonants, for example, [, a, h, t, h, ?]
Thus, the features Diffuse and Compact (the latter of which applied only to
vowels in Jakobson’s system) are replaced by the features High and Low. .

One interesting observation in this change is that precisely the opposite .
claim is made concerning the relatedness of consonants and vowels. In :
Jakobson’s feature system, labial and dental consonants, along with high
vowels, are [ +diff], while palatal and velar consonants, along with nonhigh-
vowels, are [ —diff . In Chomsky and Halle’s feature system, palatal and
velar consonants, along with high vowels, are [ +high], while labial and
dental consonants, along with nonhigh vowels, are [ —high]:

JAKOBSON ET AL. CHOMSKY AND HALLE

[+diffuse] [ diffuse] [+high] [—high]
labials palatals palatals  labials
dentals velars velars dentals

high V’s nonhigh V’s high V’s- nonhigh V’s

Thus there is a fundamental difference in the claim made about the shared '

properties of consonants and vowels. The only way to resolve this difference |

is by consulting the world’s languages to see how consonants and vowels
pattern. .
McCawley (1967) cites Maxakali, in which vowels are inserted before |

syllable-final stops, as follows: [o] before [p], [a] before [t], [i] before [¢], '

and [i] before [k]. There appears to be in this example a case of tongue body 3
height assimilation'*, The segments [p, t, 0, a] are all [~high], while the
segments [&, k, i, i] are all [+high]. The feature High aptly captures this
height agreement, while the feature Diffuse makes the opposite—and wrong— - |
prediction that high vowels will go with [p] and [t] and nonhigh vowels i
with [¢] and [k]. With the feature High, it is possible to state that the inserted "

4 Although this conclusion is well-founded, McCawley’s report of the Maxakali data is .
considerably simplified; see Gudschinsky, Popovich and Popovich (1970:82-84).
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‘i;,vo"g'rel; will be [+high] before a syllable-final [+ high] consonant and [—high]

bb'eforc a syllable-final {—high] consonant.
Further evidence is provided by Maran (1971:32ff). In the history of

“Burmese, the proto syllable-final sequence *ak became [ek] (and later [et]).

This change from *a to [e] in the environment of a following velar consonant
is argued by Maran to be an agreement in tongue body height. The feature

‘piffuse would predict that the proto sequences *ap and *at should become,

respectively, [ep] and [et], rather than *ak becoming [ek]. However, the

“yowel *a stays [a] before labials and dentals (although *ap does change to

- [at]-

The feaiure Back characterizes velar(izéd), uvular, -and pharyhgeai(ized)

- consonants as well as back vowels. Segments which are [ +back] are charac-

terized by the retraction of the body of the tongue. Front vowels, as well as
any consonants produced in front ‘of the: velar region (unless they are
velarized or pharyngealized), are automatically [—back]. Glottal and
glottalized consonants, including [h], are considered to be [ —back], since
they do not involve the retraction of the tongue body (except, of course,
consonants such as the ejective [k’], which is [ +back] because it is a velar
which is glottalized). The following distinctive feature matrices indicate how
these features apply to vowels and consonants (where the feature Round
distinguishes rounded vowels from unrounded vowels):

i e x u o 3 a
high + - + = - -
= Jow - - + - - +.oo+
back - - - + -+ + +
round - - - + + + -~
, p-t & k q R 7 ¢ t* t. ¢
high T S R e R T S
low R T DU IR
back R T T R e I O R SO

, 2.4.2.2 The Features Anterior and Coronal - This second matrix fails
to show. the difference between [p] and [t], [¢] and [¢], [k] and [t¥], [h]

--and [t], and [?] and [t']. In the case of [p] and [t], the features High, Low,

and Back fail to show the difference between labials and dentals. In all of
the other cases, the features fail to show the difference between primary
place of articulation (palatal, velar, pharyngeal, glottal) and secondary place
of articulation (palatalized, velarized, pharyngealized, glottalized).'*> Thus

151f uvularized consonants. exist, there is a potential problem distinguishing the uvular
stop [q] from a uvularized {t]. :
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other features are needed to distinguish between primary and secondary

articulations. .
For this purpose, Chomsky and Halle (1968) introduce the features

Anterior and Coronal. These are defined as follows: '

Anterior sounds are produced with an obstruction that is located in front of
the palato-alveolar [that is, alveopalatal] region of the mouth; non-anterior
sounds are produced without such an obstruction. The palato-alveolar region is
that where the ordinary English [§] is produced. (p. 304)

Coronal sounds are produced with the blade of the tongue raised from its
neutral position; noncoronal sounds are produced with the blade of the tongue
in the neutral position. (p. 304)

Thus labial and dental consonants are [ +ant], while all other consonants
are [ —ant]. Dentals, alveolars, and alveopalatals are [ +cor], while all other -
consonants are [ —cor] (including “true palatals,” for example, [¢], [y]).
While the feature Anterior does not apply to vowels, retroflex vowels (for
example, [¢"] in American English) are [ +cor]. These feature specifications
are summarized below:

P t & c k q

ant + + - - - -
cor - + + - - -

It should be clear that these features are designed in part to replace the
Jakobsonian features Grave and Diffuse. We have already seen the weak-
nesses of the feature Diffuse. On the other hand, the importance of the
feature Grave has already been demonstrated (see Hyman, 1973a). By and
large, what Chomsky and Halle attempted to do was to replace Jakobson’s §-
acoustically oriented features with articulatorily oriented features. Thus, the
feature Grave is discarded with almost no discussion (p. 306). Consonants
which are now [+ant] are those which in the earlier system were [ +diff].
The feature Coronal, while closely paralleling the old feature Grave (but | .
with opposite value), has no exact equivalent in Chomsky and Halle’s | -
framework. [+cor] consonants include dentals, alveolars, retroflex con-
sonants, and alveopalatals. While all of these are [ —grave], the [ —grave]
true palatals (for example, [c, j, y]) are [ —cor], according to Chomsky and
Halle.'® With this exception only, a [+ grave] segment will be [ —cor] and
a [~ grave] segment will be [ +cor] in the Chomsky and Halle system.

2.4.2.3 Secondary Articulations  In addition to changing the features
from being essentially acoustically motivated to being articulatory in nature,
a more basic modification was introduced. While Jakobson’s aim had been

16 3. Hoard and C. Sloat have suggested, in personal communications, that true palatals
should also be viewed as [+ cor], though we shall not further investigate this possibility here.

::?;%Qnemic contrasts in the world’s languages, Chomsky and Halle enriched
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iﬁfoﬁide only those distinctive features that were necessary to characterize

the set of features so as to permit finer phonetic statements. In other words,

k in addition to capturing underlying contrasts, the features assumed a second
function, which was to specify the phonetic content of segments derived by

phonological rules (see McCawley, 1967:522-523). Starting with Halle

- (1959), phonological rules which convert underlying (systematic) phonemic
 representations to surface (systematic) phonetic representations are stated
“ - jp terms of binary features. Thus, it now becomes necessary to refer to binary
L feature specifications which are not distinctive in'a given language.

The standard example centers around the Jakobsonian feature Flat.
Recall that [ +flat] segments include labialized, velarized, and pharyngealized

_consonants-as well as rounded vowels. Jakobson postulated that no language

would ever have a contrast between labialized, velarized, and pharyngealized
consonants, and therefore, with this “complementary distribution™ in the

~world’s languages, the three consonant types were said to be surface mani-
festations of a broader phonological category of flat consonants. In each

Janguage a statement would be required about whether [ +flat] referred to
[c], [€7], or [C]. ' ~

" McCawley (1967:524-525) showed, however, that such an approach leads
to complications in formulating phonological rules. He cites the case of
Arabic, which has pharyngealized consonants which are [+4flat] and the
three-vowel system /i, a, u/, of which the last is [ +flat]. Already we see that
[+flat] refers to two different phonetic properties. In addition, vowels
which are adjacent to pharyngealized consonants are also pharyngealized, as

in the following rule.

—C (a)
Vol {.C_} (®)

B ‘In other words, a vowel becomes pharyngealized: before:(a) or after (b), a

pharyngealized consonant. When one rewrites this rule in terms of features,
the following results:
+ﬂat
i} —syll

[-s—ﬂat] ,

—syll| —

What this now means is that [ +1flat], in addition to standing for pharyn-
gealization in [—syll] segments in Arabic (that is, consonants), also stands
for (1) rounding in [u], (2) pharyngealization in [i] and [a], and (3) rounding
and pharyngealization in [u]. Since the phonology of Arabic will have to
provide such “mapping” statements of the [+ flat] specification onto these
segments, these statements will be quite complex. McCawley (1967) therefore

[+syll] = [+flat}/
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suggests that more specific features relating to lip-rounding and pharyn-
gealization be used.'’

Chomsky and Halle (1968) introduce the feature Round to cover rounded

vowels and labialized consonants:

Rounded sounds are produced with a narrowing of the lip orifice; nonrounded

sounds are produced without such a narrowing. (p. 309)

Pharyngealized consonants are taken to be [ -+back, +low], revealing the
retracting and lowering of the body of the tongue in making pharyngealized
sounds. This leaves the problem of marking pharyngealization in vowels.
If we were to consider the Arabic pharyngealized vowels [i] and [u] as
[ +back, +low], it would not be possible to distinguish [i] from [a] nor [u]

from a hypothetical [o]. In addition, one could not distinguish [a] from |
[a], since [a} is already [ +back, +1low]. It seems to be necessary, then, to. -

introduce another binary feature relating to the position of the tongue root.

Chomsky and Halle (1968) propose a feature Covered (pp. 314-315),
identical to Stewart’s (1967, 1971) feature Advanced Tongue Root (ATR).
Numerous West African languages (for example, Akan, Igbo) show a vowel
harmony (see 6.3.1) which divides vowels into two series, one of which is

specified [ +advanced tongue root] and one of which is specified [ —advanced

tongue root]. The latter corresponds, it seems, to pharyngealized vowels.
In Igbo, the [ + ATR] vowels include /i, e, u, o/, while the [ —ATR] vowels
include /i, a, v, ¢/. Since pharyngealized consonants are [ — ATR], the rule
of pharyngealization of vowels in Arabic can be rewritten as follows:

e
B

—syll
In this proposal, the assimilation of the pharyngealization of the consonant
onto a neighboring vowel is revealed in a straightforward way.
One further modification Chomsky and Halle (1968) make is to discard the

—~ATR
[+syll] » [-ATR]/

17 The status of the feature Flat is not clear as of the writing of this book. If it is a pho-
netically valid feature, then languages should be expected to have flatness assimilation
rules such as the following:

w—-ufC..C

That is, a back unrounded vowel is rounded between pharyngealized consonants. In
features this would be written:
[ — [+flat} / [+flat] . [+flat]
C C

Some evidence fér Flat is presented in Hyman (1572b: 120f).

+syll
—flat
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: féatufﬁ‘ Sharp, which was used for palatalized (but not palatal) consonants.
The feature Sharp was one of the few which did not have an application to
poth consonants and vowels (compare Compact, which. was used only for
vowels). The problem inherent in the feature Sharp is revealed when a rule

such as

py

ty]/_i

ky

15 formalized in terms of features:

+syll ]

+ high

—back

While this is clearly a case of consonants assimilating to-the high front
(palatal) position of the vowel [i], the feature specification [ +sharp] dis-
guises the similarity between palatalized and high front vowels.'® In order to
remedy this situation, Chomsky and Halle (1968) recognize palatals and

: palatalized consonants as [+high, —back]. Now the above rule can be
rewritten as follows:

+high /
—back |’ T

Notice that the labial and dental consonants [p] and [t], which are [ — high,
~back], must change one feature and become [ +high]. The velar consonant
[k], which is already [+high], must change one feature specification and
become [ —back]. A uvular consonant such as [q], which is [ —high, +back],
would presumably have to change two features to become [ + high, —back]
if palatalized. ,

2.4.2.4 ‘Additional Features "Chomsky and Halle (1968) introduce a
number of other features, many of which are meant to be only tentative. For
example, features are mentioned which are needed to distinguish the clicks of
the Khoisan languages of South Africa and of Xhosa and Zulu. Also,
features are needed for implosives, nasal release, prenasalization, etc. Even
the most cursory glance at the phonetic material presented by Ladefoged
(1971) will convince any phonologist that much more work is required on
phonological and phonetic features.

[—syll] > [+sharp]/ — [

+ syil
+high

[~syll] - [
: —back

'8 1t also fails to reveal the relationship between palatals, which are [—sharp], and palata-
lized consonants, which are [+ sharpl. Of course, palatalized palatals would be [+sharp].
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One last important feature which we shall now look at is Delayed Release,'®

which Chomsky and Halle (1968) define as follows:

There are basically two ways in which a closure in the vocal tract may be
released, either instantaneously as in the plosives [that is, stops] or with a delay
as in the affricates. During the delayed release, turbulence is generated in the
vocal tract so that the release phase of affricates is acoustically quite similar to the
cognate fricative. The instantaneous release is normally accompanied by much
less or no turbulence. (p. 318)

Jakobson had originally planned on the feature Strident to distinguish

affricates from stops, for example, [p] from [p]. However, for this to be
possible, it would mean that no language would ever contrast affricates such |

as [p*] and [p®] or [t*] and [t*]. Since the fricatives [f] and [s] are [ +strident
(see 2.3.3.3.1), it follows that affricates released with a similar sound com-
ponent should be [+strident] as well. Similarly, since [¢] and [6] are
[ —strident], the corresponding affricates [p®] and [t’] should be [ —strident].
However, recall that Jakobson differentiated stops such as [t] and affricates
such as [t%] on the basis of this feature Strident, with the former being
minus and the latter plus.

While the inconsistent treatment of [0] as [—strident] but [t°] as

[ +strident] presented a problem in itself, the final blow to this approach to
affricates came when McCawley (1967:523), basing himself on Li (1946:398),
pointed out that Chipewyan contrasts /t/, /t%/, and /t*/ as well as the fricatives
/8/ and /s/. While /t¥/ can differ from /t/ in stridency, there is no way to

distinguish /t*/ and /t%/ in such a case. Therefore, the feature Delayed Release -

is necessary to distinguish in general between affricates and stops, with
Strident accounting for the difference between /t%/ and /t¥/:

t ¢ 0 s

cont - - -~ + +
strid - - + - +
del rel - + + + +

The feature Delayed Release contrasts only in sounds produced with a

complete closure in the vocal tract, that is, stops vs. affricates.

2.5 Further Remarks and Revisions

While The Sound Pattern of English represents one of the most
comprehensive treatments of phonological distinctive features accomplished

18 Other linguists have used the opposite feature, Abrupt Release, though we shall follow
Chomsky and Halle in this regard.
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= to date various phonologists and phoneticians have suggested further modifi-
' “cations since the appearance of this book in 1968, Halle himself has changed

his position on some of the issues concerning glottal mechanisms (see
6.2.2.5). The purpose of this section is to point out a few of the remaining
problems inherent in the SPE feature system.

2.5.1 The Feature Labial

Although Chomsky and Halle (1968) solve the problem of relating
palatals and palatalized consonants to high front vowels, their feature system

© fails to relate labial and labialized (rounded) segments. It fails first to relate

labial consonants such as [p, b, m], which are [ +ant, —cor] and [ —round],

to labialized consonants such as [t*] and [k™], which are [ +round]. It fails

also to.show the relationship between labials and rounded vowels, since the
former are [ —round] and the latter [ +round].

“That there is a need for a feature Labial covering all of the above segments
is seen from the following facts from Igbo reduplication (Hyman, 1973a).2°
In Igbo, verb stems, which are of the form CV, reduplicate (that is, become
double) with a high vowel in the reduplicated (prefixed) syllable. Thus, the
verb [1é/ ‘look’ reduplicates as [0lil€] ‘looking’ and the verb /l4/ ‘return’
reduplicates as [ljld] ‘returning.” From these examples it is seen that the

“expected reduplicated vowel is [i] when the stem vowel is [e] and [j] when

it.is [a] (see the discussion of advanced tongue root in 2.4.2.3). However,
when these stem vowels occur with a labial stem consonant, the reduplicated

- vowel is, in many dialects, {u] or [u], for example

VERB STEM DIALECT A DIALECT B

/be/  ‘cut’ [obibé]  [obube]

Jba/  ‘enter’ [obiba] [obuba]
Dialect A has the older forms, while dialect B has changed [i] and [i] to [u]
and [u] under the influence of the labial consonant. Assuming that the rule
of dialect B is to be written so: as to change unrounded high voweis to rounded
high vowels between labial consonants when followed in turn by a nonhigh
vowel, we obtain the following using Chomsky and Halle’s (1968) features:

—syll —syll
+ syl ] o 4 [+syll ]
f +round] /| +ant| | +ant .
[ +high —cor —cor| L7 high

Although the change of [i] to [u] between labial consonants is an assimilation
to: the labial position, the features Round, Anterior, and Coronal do not

20 Other discussions of the need for a feature Labial include Wang (1968), Zimmer (1969),
Anderson (1971), Vennemann and Ladefoged (1971), and Campbell (1974).
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permit us to expose this assimilation, If, on the other hand, we were to use

the feature Labial, the rule could be rewritten in a more explanatory way: "

+syll . —syll —syll +syll
[+high] = [+labial} / [+labia1 _ | +1abial| | —-high

The feature specification [ +labial] functions here as a “cover feature” for

labial and labialized consonants as well as rounded vowels (see Vennemann.

and Ladefoged, 1971:18). In fact, the Igbo consonants which condition this
assimilation include /p, b, m, f, w, k¥, g%, n*, kp, gb/, that is, bilabials,
labiodentals, labialized velars, and labiovelars—briefly, any consonant
having to do with the lips.

2.5.2 The Treatment of Labiovelars
The labiovelar consonants /Ef), gb, ym/ present a problem for

Chomsky and Halle’s (1968) feature system. It is argued (p. 311) that since

Nupe has a surface contrast between [kp] and [kp"], these labiovelars should
be considered as velarized labials rather than as labialized velars. That is,
their feature specifications are as in (a), not as in (b):

(a) [ +ant (b) [~ant
-cor .~ COT
+back +back
+high +high

+round

If [kp] were treated as in (b), that is, as a velar consonant with extreme

rounding, then there would be no way to distinguish [kp] and [kp™]. In

addition, there would be no way to distinguish [kp] and [k™], both of which
exist in Igbo. The problem inherent in this approach is that there is no way
to view /kp/ as equally labial and velar. One of the two features must be chosen
as primary, the other as secondary.

Chomsky and Halle (1968) argue that since [kp™] exists, [kp] could not
already be considered [ +round], that is, a labialized velar. A problem arises,
however, when a palatized labiovelar is taken into consideration. Examples of
a plain vs. labialized vs. palatalized labiovelar are given below, from Nupe:

lkpa]  ‘to feed’
[l(f)‘”ét] ‘to be plentiful, cheap’
[egb'8]  ‘bow string’

Chomsky and Halle state (1968:307) that an “inadequacy of the former
framework [that is, Jakobson’s] is that it provided no explanation for the
fact that palatalization, velarization, and pharyngealization are mutually
exclusive,” Palatalization, which is represented by the features [-+high,
—back], and velarization, which is represented by the features [+ high,
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.;.back] are automatically mutually exclusive in the SPE framewqu since
-gment cannot be simultaneously [ —back] and [ + back].

"~ However, if [kp] and [£b] are velarized labials, as Chomsky and Halle
(1968) claim, then [kp’] and [gb"] should be phonetic impossibilities. If, on
the other hand, we consider [El\"y] and [gb”] to be [ —back], as palatalization
in their framework would require, then [kp'] and [p’] merge together, as
'seen in the following distinctive feature matrices:

- Irl [p"]- [p’] [kp]
: ,k'}ant ] [ +ant [ +ant ] " +ant
P —cor -~ Cor -—Cor
| —back —back =~back +back
~high —high +high +high
_'— round | | +round | | —round | | —round |
[kp™] tkp*] k"] (k7]

[ 4 ant C+ant ] [ ~ant [ —ant
=cor —g¢or —cor ~cor
+back -~ back + back —back

| +high +high +high +high
, _k+ round | ~round | |+ round | —round|

I, however, [kp’] is considered to be [+back] then it would not be possible
“to-distinguish it from plain [kp] The conclusion which must be drawn is that
“features are needed to distinguish primary and secondary places of articula-
_ tion, as well as double places of articulation for coarticulated consonants
such as the labiovelars under consideration. It may be necessary, in fact, to
~~return to such traditional features as Labial, Palatal, Velar, etc. (see Wang,

*'1968; Vennemann and Ladefoged, 1971).

2.5.3 Binarity

Finally, it would not be possible to critically evaluate Jakobson’s and
Chomsky and Halle’s systems without stating a few reservations one might
have concerning binary features. The notion that all phonological features are
binary has been questioned by a number of phonologists in various ways.?!
One area which is frequently cited is vowel height.

According to Jakobson, three vowel heights only are utilized phonemically
by any language. These are distinguished in his system as [ +diff, —comp]
(high vowels), [—diff, —comp] (mid vowels), and [~—diff, +comp] (low
vowels). Since no vowel can be [ +diff, +comp], only three vowel heights
are possible.

21 See, for instance, Martinet (1965), Wilson (1966), Contreras (1969), and, for an early
defense of binarity, Halle (1957).
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In Chomsky and Halle’s framework, three vowel heights are recognize
which carry the feature specifications [ +high, —low] (high vowels), [ —hig
—low] (mid vowels), and [—high, +low] (low vowels). Again, there is
fourth vowel height, because no vowel can be [ +high, +low].

This raises the problem of what to do about languages with four phone
vowel heights, for example, Danish (Martinet, 1937) or Swedish (Fant, 196’
In languages with the vowels [i, ¢, €, ®], it has become customary to view
both [e] and [€] as [ —high, —low]. The vowel [e] is generally viewed to be
[ +tense], while the vowel [€] is considered [ —tense]. In some cases, th
may in fact be internally motivated by the phonological properties of g
language. If, for instance, /i, e, u, o/ are pronounced [1 ¢, U, o] in closed
syllables in a language, a rule such as the following can be written (where
$ represents a syllable boundary):

[+syll]] » [—tense]/ — [—syll] $

Just as [+tense] /i/ becomes [—tense] [1] in closed syllables, so does
[+tense] /ef become [ —tense] [e]. Thus, the proportion i:7 = e:¢ appears
to be justified. :

If on the other hand, a language were to have a four-way phionemic contrast
between fi/, Je/, [¢/, and f®/ in CV (that is, open) syllables, it would appear
necessary to recognize four contrasting vowel heights. Recognizing thi
possibility, ‘Wang (1968:701) suggests replacing Chomsky and Halle's
features High and Low with the new features High and Mid, which define
JSour vowel heights in the following way:

CHOMSKY AND HALLE

{if fel Il ]
[+high] ol I i [—high]
—low +tense —tense +How

WANG
i lel [&f =/

[+high] [+high] [—-high] [—-high]
—mid +mid +mid ~mid

But if one has to redefine the features in such a way (and there is even a slight
hint [Wang, 1968:700n] that a third feature may occasionally be needed to
distinguish a fifth vowel height), one might raise the question again: why
binary features? Why not simply view the four vowels i—e—e-2 as what

Trubetzkoy called a gradual opposition?
Jakobson, Fant and Halle state (1952:3): “Any minimal distinction
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cartied by the message confronts the listener with a two-choice situation.”
"af is, the speaker has to decide between two opposites, presence of a

;k ‘gmre in the speech signal versus its absence. Thus, the binary principle is a

ay of conceptualizing the task of the listener, who must decide what he

""',},ears;“ Fant (1967:361) states that it is possible to view Swedish vowels as
" ‘ihé‘viﬂg four distinct values of the same feature (height), although he argues
* for a binary approach “in order to allow a consistent use of the binary prin-
ciple within the whole system.” Thus it seems to be an important argument
‘that since many features (for example, Nasal, Voice) are binary, it is ad-

- yantageous to view all features as such (though Fant labels this approach “a
_matter of coding convenience only”). Viewed slightly differently, it is easier

* to compare and evaluate like features than unlike ones. Thus, Halle (1964:

396) counts the number of distinctive features necessary to define natural
classes. In Chapter 4 we shall see the importance of feature counting in the

- so-called “simplicity metric.” It should be clear that we can count much

more easily if everything is stated in the same terms (but see Contreras, 1969).

2.5.4 Conclusion

Needless to say, there is much that remains to be resolved in dis-
tinictive feature theory. Recent attacks on distinctive features have been made
by Foley (1970) and Vennemann (1972a), who argue for gradual phonological

" features representing the relative strength of various consonants and vowels
-~ (for example, [p] is “stronger” than [t], which is “stronger” than [k], etc.).
“ On another front, Ladefoged (1971) has proposed that the feature Voice,
‘often cited as one of the clearest binary features, be replaced with a con-

tinuum characterizing the degree of Glottal Stricture.  He proposes a scale

- based on the states of the glottis, ranging from voiceless to glottal stop,

including the intermediate states breathy voice, murmur, lax voice, voice,

“-tense -voice, creaky. voice, creak. Finally, Halle (1972:180ff) has proposed

replacing the feature Voice with the two features Stiff Vocal Cords and Slack

= Vocal Cords (see 6.2.2.5). Unfortunately the implications of nonbinary

features have not been revealed as yet, since few if any complex phonological
descriptions have attempted to apply, for example, Ladefoged’s (1971)

.multivalued features in phonological rules.

In the remaining chapters of this book, phonological processes will be
presented  wherever possible with notational abbreviations, for -example, C
instead of [—syll], V instead of [+syll, —cons], N instead of [—syll, +nas}].

" Where necessary, however, reference will be made to features, for example,
Voice, Grave, Palatal, Nasal, It will be generally assumed that the inventory

2% Recall that the binary features which were first developed were defined primarily in their

-acoustic aspects, with their articulatory definitions only secondary in importance.
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of phonological features is identical to the inventory of phonetic features,
and that languages implement these universal phonetic features in various
linguistic ways. In other words, phonetic features can be “phonologized”
by individual languages. Of course, it may be that a phonetic feature is used
phonologically by one language but not by another. In stating phonological
rules, features will be chosen which seem to best explain the motivation of the

processes in question.

PHONOLOGICAL ANALYSIS

3.0 Diﬂ’ereht Views of the Phoneme

In Chapter 1 the difference between phonetics and phonology was
discussed. It was shown that in some cases phonological representations are
not identical to phonetic transcriptions. In addition, the notion of distinctive-
ness was discussed in Chapters 1 and 2. It was claimed, for instance, that two
languages can have exactly the same inventory of phonetic sounds (or
phones), but significantly different phonological systems. That is, the same

‘sounds can be organized in different ways. Just how much emphasis is to be

given to these “different ways’ is a matter of much debate, as we shall see,

In -this chapter we shall examine the nature of phonological analysis.
Since phonologists disagree in their basic assumptions about - the nature of
phonology, we shall see that the specific analysis of the phonetic data of a

“language greatly depends on the phonological theory underlying the analyst’s

work,a fact which must be constantly kept in mind. All phonologists-agree

- that it is necessary to recognize both phonetic units (phones) and phonological

units (phonemes), But there are many differences beyond this basic agreement.
In 1.3 the phoneme was defined as a minimal unit of sound capable of dis-
tinguishing words of different meanings. Both /p/ and /b/ are phonemes in

59
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phonology, we shall see’ that the specific analysis of the phonetic data of a
language greatly depends on the phonological theory underlying the analyst’s
work; a fact which must be constantly kept in mind. All phonologists agree
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English, because they are capable of making a meaning difference, as in the

words pin and bin or cap and cab. The exact interpretation of the fact that
the word pin means something different from the word bin depends crucially
on one’s conception of what a phoneme is, '

In the following sections we shall present three views of the phoneme,
In 3.1 we shall see that some linguists (particularly in America in the 1940s
and 1950s) attempted to assign sounds to phonemes on the basis of their
distributional properties. In 3.2 we shall see that other linguists (particularly
those of the Prague School in Europe in the 1930s) assigned sounds to
phonemes on the basis of their functioning within a system of oppositions.
Finally, in 3.3 it will be seen that a third group of linguists view the phoneme
as a psychological sound unit. Each of these approaches has provided insights

into the nature of phonology, and the discussion will, hopefully, provide a.

historical perspective.

3.1 The Phoneme as a Phonetic Reality

The first view asserts that the phoneme represents a physical phonetic
reality. That is, sounds which belong to the same phoneme share important
phonetic properties. Thus Daniel Jones (1931:74) defines the phoneme as “a
family of sounds in a given language, consisting of an important sound of the
language together with other related sounds, which take its place in particular
sound-sequences.” Similarly, Gleason (1955:261) defines the phoneme as
“a class of sounds which: (1) are phonetically similar and (2) show certain
characteristic patterns of distribution in the language or dialect under
consideration.” Under this view the phoneme is seen as a convenient label
for a number of phonetic units. Thus /p/ may stand for [p], [p"], [p:]
[p’], etc.

3.1.1 Minimal Pairs

The major task, then, for a phonologist holding this view of the
phoneme is to determine which sounds belong in the same class. In.order to
do this, it is necessary to examine the distribution of the sounds in question.

If two sounds which are phonetically similar occur in the same. phonetic

environment, and if the substitution of one sound for the other results in a
difference in meaning, then these sounds are assigned to different phonemes.
Thus, to continue the same example, if [p"] is substituted for the [b] in bin,
a different word results (namely pin). On the other hand, if [p"] is substituted
for the [p] in spin (see Chapter 1), we do not obtain a different word but
rather just a slightly distorted mispronunciation, which is likely to be inter-

. k?ho nemes, while [p"] and [p] belong to the same phoneme.

" 1t can easily be demonstrated that two sounds belong to different phonemes
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- reted as [spin] in any case. We conclude that [p"] and [b] belong to different

if we find two words which differ only in that one word has one of these two
sounds in a given position (for example, at the beginning of the word), while
the other word has the other sound in the same position. Two. such words,

_which differ only by one sound, are said to constitute a minimal pair. Thus

pin and bin are a minimal pair, since they differ only in their initial consonant,
just as cap and cab are a minimal pair, since they differ only in their final
consonant. On the other hand, pin and bit do not constitute a- minimal pair,
since they differ in both their initial and final consonants. Finally, pin and
niparenota minimal pair, since, although they involve the same three sounds,
there are actually two differences between these two words: initially, pin has
[p"] while nip has [n], and finally, pin has [n] while nip has [p"] (pronounced
alternatively as an unreleased [p]).

We thus conclude that whenever we can establish a minimal pair, the two
different sounds are phonetic manifestations of two different phonemes.
The above examples involving pin, bin, and spin are consistent with our
earlier definition of the phoneme as a minimal unit of sound capable of making
a meaning difference. The sounds [p"] and [p] do not make a meaning
difference in English, and so we assign them to the same phoneme, let us
say /p/. This phonological unit, on the other hand, contrasts with the [b] in

pin,.and this latter sound must therefore be assigned to a different phoneme,

namely /b/. The following minimal pairs illustrate the pervasiveness of the
opposition between /p/ and /b/ in English:

““INITIAL MEDIAL FINAL
pin rapid rip
bin rabid rib

It should be noted, relevant to the discussion in Chapter 2, that establishing

‘such minimal pairs reveals what the distinctive features of the language are.

Thus, we can see from the above examples that voicing is distinctive in
English. Such minimal pairs as #in : din and c[k]ot : got reveal the distinctive-
ness of voicing in other consonantal oppositions.

3.1.2 Complementary Distribution

The existence of minimal pairs facilitates the work of the: linguist
seeking to establish phonemic contrasts in this way. As Hockett (1955:212)
puts it: “minimal pairs are the analyst’s delight, and he seeks them whenever
there is any hope of finding them.” This implies that it is not always possible
to find minimal pairs, and this may be due.to a variety of factors. It may
simply be an accident that a language does not have in its vocabulary a
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minimal pair which distinguishes two sounds which theoretically could in»f
fact be found in exactly the same position. In such cases it is necessary to:
The German words Goethe [go:to] and.

53

rely on “near-minimal pairs.
Gdtter [geetor] ‘gods’ are a near-minimal pair for the vowel phonemes [&:}

and /ce/. They differ not only in their first vowel, but also by the presence vs. -

absence of a final /r/ phoneme. However, one can assume that the final /r/

of Gatter is not likely to have an influence on the first vowel—and can

therefore be disregarded in assigning [#:] and [«] to different phonemes.*:

There is, however, sometimes a structural reason why two sounds cannot
occur in the same environment. We have already seen, in Chapter 1, that the
sounds [p"] and [p] are generally not found in the same environment,
Since this is the case, it will be impossible in English to find a minimal pair
in which one word differs from the other only in that it has [p*] instead of
[p]. When two sounds are found in different environments, this is termed
complementary distribution; the two sounds are found in mutually exclusive
environments,

These environments may be stated in terms of syllable, morpheme, or word
structure or in terms of adjacent segments. An example involving both comes
from standard Spanish dialects. Although the words saber ‘to know,’ rada
‘nothing,” and lago ‘lake’ are written with b, d, g, they are pronounced re-

spectively [safer], [nada], and [layo], that is, with the voiced nonstrident.

fricatives [B], [8], and [y]. On the other hand, these letters are pronounced
[b], [d], and [g] in the words banca ‘bench,” demora ‘delay’, and gana
‘desire.” If one were to look closely at the facts of Spanish, one would discover
that the sounds [B, 8, y] are in complementary distribution with the sounds
[b, d, g]. While the details are somewhat more complicated (see Harris,
1969:38-40), in these examples voiced stops appear at the beginning of a
word, while voiced fricatives appear between vowels, That it is the inter-
vocalic environment that is conditioning the voiced fricatives is seen from
the following examples:

labanca  [la Pagka]  ‘the bench’
la demora {la emora] ‘the delay’
la gana [la yanal ‘the desire’

When one adds the feminine definite article la, the voiced stops are then in
intervocalic position (that is, between vowels), and must therefore “spiran-
tize” to become [B, 8, y]. Since these voiced fricatives (or spirants) are in
complementary distribution with the voiced stops, we have only one series
of phonemic consonants and not two. In a phonemic analysis based on the

! While the vowel of rib is actually longer than that of rip (see 5.2.5), thereby disqualifying
[r1:b] and [r1p] as a true minimal pair, it is often necessary to factor out such low-level
phonetic detail in phonemic analysis.
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ais&”ibutién‘ of sounds, [b] and [B] would be said to be allophones of the
“Sa'mg phoneme /b/, just as [d] and [8] are allophones of /d/, and [g] and

vl allophones of /g/. An allophone is, then, a phonetic realization of a

honeme in a particular environment. The voiced fricative [ f] is the allophone

* of the phoneme /b/ found between vowels, just as the voiced stop [b] is the

allophone of /b/ found at the beginning of a word.
In more recent approaches to phonology, such statements of allophonic
distributions have been superseded by the explicit formulation of phonological

i rules. Thus, a rule such as the following, -

‘tb {B
dl —» {0 /V+V
g Y

would be postulated for Spanish, by which underlying (or. phonemic)
/b, d, g/ are converted to [B, 8, y] between vowels. In terms of distinctive
features, this rule would be formulated as follows:

+voice 1
[-—nasal] -+ [+cont] / [+syll] .- [+syll]

An oral voiced consonant becomes continuous (that is, a fricative) between

vowels (see 4.3.1.2 for the abbreviatory conventions usedin this rule),
Another case of complementary distribution comes from Standard German.

Note the distribution of the fricatives [¢] and [x] in the following German

~words (see 1.4):

Buch [bu:x] ‘book’

mich- [mig] - *me’ hoch ~[ho:x] - *high’

Pech. [peg] . ‘pitch’ noch  [nox} . ‘still’
Bach - [bax] - ‘brook’

“isiech  [zi:¢]  ‘sickly’

The velar fricative [x] appears after the back (and rounded) vowels [u:, 0 , 3],
as well as after the central (unrounded) vowel [a]. The palatal fricative [¢]
is found after front (palatal) vowels, including front rounded vowels, for

“example, Biicher [bii:¢or] ‘books.” Since the central vowel [a] is specified

[+back] in distinctive feature theory (see 2.3.3.2), this complementary dis-
tribution. is based on the distinction between preceding front and back
vowels. Notice that it also extends to the diphthongs written aifei, eu/du,
and au—reich [raig] ‘rich,” rduchern [1oigarn] ‘to smoke (meat),” Rauch [raux]
‘smoke.’ Since plural formation in German often involves the fronting (or
umlauting) of a vowel, there will be numerous nouns with [x] in the singular
(after a back vowel) and [¢] in the plural (after a front vowel). In addition to
the alternation between [x] and [¢] seen in Buch and Biicher above, other
examples are Dach [dax] ‘roof,” pl. Ddicher [deger], and Lock [lox] ‘hole,’
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pl. Locher [leegar]. The palatal fricative [¢] is therefore an allophone of the

phoneme /x/ after front vowels, as stated in the following rule:
x = ¢/ [~back] —
v

Since only [¢] can occur after a consonant, for example, Storch [stor¢]
‘stork,’ or at the beginning of a word, for example, Chemie [ ¢emi:] ‘chemistry,’
the exact distribution of [x] and [¢] is somewhat more complicated than the
above rule would indicate. ~

3.1.3 Phonetic Similarity

While complementary distribution is generally a clue to the phono-
logical analysis of a language, there are cases where one might wish to
maintain phonemes in complementary distribution. That is, it may be
necessary to view some sounds in complementary distribution as belonging
to separate phonemes. One well-known case concerns the distribution of [h]
and [g] in English. As seen in such words as head, heart, enhance, and perhaps,
[h] occurs only at the beginning of a syllable (enhance and perhaps are
syllabified as en-hance and per-haps). On the other hand, as seen in such
words as sing [sin], singer [sm-or], and finger [fig-gor], [n] always occurs at
the end of a syllable. Just as there are no English syllables ending in [h],
there are no English syllables beginning with [5]. It would thus appear that
[h] and [y] are in complementary distribution and should therefore, as
suggested in 3.1.2, be assigned as allophones of the same phoneme.

While we shall ultimately argue that [g] should be recognized as the
phonetic reflex of a phonemic /ng/ sequence (see 3.3.1), let us ignore this
analysis for the time being. A solution which would assign [h] and [n] to

the same phoneme would appear unsatisfactory to most phonemicists, since - -
the two sounds appear to have very little in common. While [p*] and [p] |
are both voiceless labial stops in English, just as [b] and [B] are both voiced |
labial obstruents in Spanish, [h] and [g] have little more in common than }

that they are both consonants. [h] is voiceless, while [g] is voiced; [h] is a
fricative, while [n] is a (nasal) stop; [h] is oral, while [n] is nasal; [h] is

glottal, while [n] is velar, etc. In order to rule out a solution which would
assign these two sounds to the same phoneme, one must appeal to the notion |
of phonetic similarity. As Hockett (1942:103) puts it, “if a and b are members

of one phoneme, they share one or more features.”
The whole question of phonetic similarity is a complex one. In particular,

it is not quite clear whether this criterion for assigning sounds to the same

phoneme means that these sounds must share a phonetic property not shared

by other sounds or simply that they must share a phonetic property. A good
example comes from Gwari (Hyman, 1972a:190). The phoneme /l/ is realized -~ |
as a voiced palatal stop fj/ before /i/, /e/, and Jy/. Thus, {li/ ‘to eat’ is pro-

nounced [ji] and written orthographically as gyi. On the other hand, the
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" _honeme /g is realized as [] before /i and Je/. It seems clear that the palatal
_“stop (which is-a realization of the phoneme /1)) is more phonetically similar
. to [g] (as the main allophone of /g/) than is [§], and yet it is [§] and not [{]

which belongs to the /g/ phoneme. Thus, while allophones share constant
phonetic properties, there is no way of assigning sounds to phonemes on this
pasis alone. Since we shall argue for the psychological reality of phonemes in
3.3, we can restate this problem in the following terms: while allophones of
the same phoneme share phonetic properties, it is not possible to determine
which sounds speakers of a language will judge as most similar by means of
examining the phonetic data alone. Instead, it is necessary to evaluate the

‘phonetic data on the basis of the entire phonological system, as will be seen
in 3.2 '

3.1.4 Free Variation

Thus far we have discussed cases where two phones are assigned to
one phoneme. In all of these cases the two allophones have been seen to be

_conditioned by context. For this reason they are sometimes referred to as

contextual variants or combinatory variants (Trubetzkoy, 1939:49). However,
it is possible that two phones may appear in the same context without causing

" a change in meaning. In this case they are usually analyzed as free variants
" or optional variants (Trubetzkoy, 1939:46). In English, final voiceless stops

occur both aspirated and unaspirated, for example, [map"] or [map°]
‘map,” [met"] or [met°] ‘mat.” In these words two phones are found in the

.- same context, and no meaning difference results. We therefore cannot assign

[p"] and [p°] or [t"] and [t°] to different phonemes. These differences

. -would appear to have no effect on the establishing of phonemic contrasts,

and the same speaker may sometimes use one phonetic realization of a

“-phoneme and sometimes the other.

Recently this notion of free variation ‘has come under attack by socio-
linguists (for example, Labov, 1971:432-437). Labov points out that free
variants often have sociological significance, and that these variants should
be accounted for quantitatively. That is, rules should be provided which
account for the relative frequency of ““free variants.” The same speaker may
use one variant in one sociological situation, while he may use the other in
another situation. A number of* examples- have been pointed out in the
literature. For example, it.is well known that some French speakers use an

~alveolar trill [r] when they are home in a small town or village, but a uvular

fricative [w] when they visit Paris. This particular example illustrates that
some variants are due to sound changes which have not been uniformly
diffused throughout a community. One group, which enjoys greater prestige
throughout the community, may acquire one variant, while another group of
lesser status may acquire another variant. When a speaker of the second group
comes in contact with speakers of ‘the first group, the result is ‘“‘dialect
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" mixture.” In some cases, however, the two forms coexist in the same dialect:
as the result-of continued contact.

It is sometimes necessary to speak of free variation among phonemes,
Thus, the difference between /i/ and /e/ normally makes a meaning difference;
for example, beat and bet. However, the word economics can be pronounced
with either initial /i or /g/, without a consequent meaning change. Similarly,
although /u/ and /u/ contrast in words such as kook and cook, the words
roof and root can be pronounced with either of these vowels. It is therefore
possible not only to have noncontrasting allophones in the same context
but also to have noncontrasting phonemes in the same context in isolated
words.

'uéed the discussion of what a phoneme is or represents to the question of
hﬂw one can best write a language phonemically. As we shall see in 3.2 and
: 33 éther linguists have asked more of their phonemes.

Lot Rl

32 The Phoneme as a Phonological Reality

: ~The definition of the phoneme in purely phonological terms is
: ¢ﬁaﬁc‘:teristic of the Prague School. Trubetzkoy. (1939:36) defines the pho-
~ peme as “the sum of the phonologically relevant properties of a sound.”
' For him, phonemes are defined in terms of oppositions in a phonological
systém- The important notion in Prague School phonology‘is “function”:
" «The phoneme can be defined satisfactorily neither on the basis of its
' psychological nature [see 3.3] nor on the basis of its relation to the phonetic
~ yariants, but purely and solely on the basis of its function in the system of
~ language” (Trubetzkoy, 1939:41). Thus, a phoneme is a minimal unit that
can function to distinguish meanings. It is not a sound or even a group of
sounds, but rather an abstraction, a theoretical construct on the phonological
‘fevel. It is defined in terms of its contrasts withina system. For example, we
saw in Chapter 1 that the /b/ phoneme in English is very different from the
. /b/ phoneme in Berber, since in the latter case there is no /p/ to contrast with.
- ‘Approaching the phoneme as a class of sounds, one would miss the fact that
“although [b] is assigned to /bf in both languages, there is a basic difference
- between this phoneme in English and in Berber.

3.1.5 Discovery Procedures

A number of American linguists of the 1940s and 1950s, who held
the view that the phoneme should be defined as a class of sounds, attempted -
to provide a methodology or set of discovery procedures for establishing
phonemes. Harris (1951) devotes several chapters to the way phonemic
analysis should be done, but avoids a general theoretical statement as to
what the concept of the phoneme represents (for example, is it psychologically
real in the sense of 3.3). Pike (1947a:63) succinctly defines the phoneme as =
follows: “a phoneme [his emphasis] is one of the significant units of sound
arrived at for a particular language by the analytical procedures developed
from the basic premises previously presented.” Similarly, Hockett (1942:100)
defines the phoneme as “‘a class of phones-determined by six criteria.” These -
criteria, which are treated in 3.4, include similarity, nonintersection (that is,
no phonemic overlapping), contrastive and complementary distribution,
completeness, pattern congruity, -and economy. In the writings of such
linguists, as argued by Chomsky (1957, 1964), emphasis is placed on the way
a language should be analyzed, rather than on the way a language is. While
most theorists have been concerned with whether the phoneme represents a
phonetic reality, a phonological reality, or a psychological reality (as dis~
cussed in this chapter), it is possible to avoid the question of what the phoneme
is and ask only whether a given sound belongs to one or another phoneme..
Consistent with this approach is Twaddell’s argument (1935) that the pho-
neme should be regarded as a convenient fictitious unit whose reality is yet
to be proven. Chao (1934:38) on the other hand, states: “given the sounds
of a language, there are usually more than one possible way of reducing them
to a system of phonemes, and . .. these different systems or solutions are not
simply correct or incorrect, but may be regarded only as being good or bad
for various purposes.” One such purpose, for instance, is clearly stated by
Jones (1931:78): “The main object of grouping the sounds of a language
together into phonemes is to establish a simple and adequate way of writing
the language.” In stating the goal of phonemic analysis as such, Jones has

3.2.1 Phonemic Overlapping

: In several of the examples discussed, two phones were assigned to

the same phoneme, for example, [x] and [¢] in German. One issue which
reveals a fundamental difference between defining the phoneme as a class of
sounds and defining it by its function within a phonological system of
oppositions is the question of whether one phone can be assigned sometimes
:to one phoneme and at other times to another phoneme. Such a possibility,
termed phonemic overlapping, is raised by Bloch (1941) and is discussed by a
“number of European phonologists (for example, Martinet, 1947; Fischer-
Jergensen, 1956:591). An example discussed by Jakobson, Fant and Halle
_ (1952:5) concerns Danish /t/ and /d/. In syllable-initial position these pho-
nemes are pronounced, respectively, [t] and [d], for example, [tag] ‘roof”
and [dag] ‘day.’ In syllable-final position, however, /t/ is pronounced [d]
_and /d/ is pronounced [8], as seen in the following words:

. [hat/ - [had] ‘hat’
- fhad/ - [ha8] ‘hate’
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We must recognize for Danish: a rule which  “weakens” consonants
syllable-final position. The result is that the [d] of ‘day’ must be assigned
the phoneme /d/, but the [d] of ‘hat’ must be assigned to the phoneme
Thus, one phone is assigned to one of two phonemes, depending on the
context, e

Such examples of overlapping pose a problem for adherents of the phonetj
similarity criterion in phonemic analysis. What it means is that it is not possibjg
to predict what phoneme a given phone will be assigned to on the basis of itg
phonetic character alone, since we have seen [d] to be assigned once to /_f
and once to /d/. The idea that phones and phonemes could be identified on
one-to-one basis, that is, that a given sound will always belong to a giver
phoneme and a given phoneme will always be associated with a given sound
is termed biunigueness by Chomsky: “‘the biuniqueness condition ... asseris
that each sequence of phones is represented by a unique sequence of pho.
nemes, and that each sequence of phonemes represents a unique sequence
of phones” (1964:94). If one were to adhere to phonetic similarity as ar
overriding principle in assigning phones to phonemes, one would be force
to say that syllable-final {d] is a realization of the phoneme /d/, and tha
syllable-final [8] is the realization of a third phoneme /3/, which is foun
only in this position. ; ,

Just as Chomsky showed that it is necessary in phonological analysis t
allow for phonemic overlapping of the kind just illustrated (and therefor
argued against the biuniqueness condition), most European phonologist
noted the consistency of overlapping with their view of the phonemes in
system of oppositions. Thus, Jakobson, Fant and Halle (1952:5) state: “Twi
patterns are identical if their relational structure can be put into a one-to-on
correspondence, so that to each term of the one there corresponds a term o
the other.” In other words, [t] is to [d] in syllable-initial position as [d] i
to.[8] in syllable-final position. In the terms of Martinet (1960:60), physica
identity. does not necessarily imply linguistic identity.

Examples of phonemic overlapping are not particularly difficult to find

One, from Danish again, is discussed by Martinet (1947:43). As seen in the §

following diagram,

before [nf before [r]

11,68 . i .
':{lﬁm’;e;ic series [e, &, a, a]. While this process has modified the phonetic
fcharacteristics of each vowel phoneme, it can easily be seen that the relation
k},g‘twe‘en the four vowels has remained constant. Thus, the vowel [¢] of [er]

sequences is assigned to the /i/ phoneme, even though the vowel [e] of [en]
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, ﬂik rcare four contrastive vowel heights in Danish. The four front unrounded
~'vé;mi‘,els are normally realized (indicated in the diagram as before /n/) as

a]. However, before /r/ a rule of vowel lowering applies, yielding the

sequences 18 assigned to the e/ phoneme. Danish is analyzed in t.his‘ way
pecause the phoneme /i/ is defined not in phonetic ter{ns but rather in terms
“of its function within the total vowel system. In particular, rather Fhan de-
_fning /i/ as consisting of a particular class of sounds, we define /if as the
‘higheSt front vowel in Danish. Similarly, we define e/ as the second-highest
 front vowel. Thus, when we have to assign the [e] of [er] sequences to-a
" yowel phoneme, we choose /i/, since [e] here represents the highest front
vowel before /r/. As in the case of Danish /t/ and /d/, we can apply-Jakobson,

Fant and Halle’s notion of relational structure: [i] is to [e] before /n/ as [e]

is to [€] before /1/.

3.2.2 Neutralization ,
Bloch (1941 :66-67) makes the distinction between partial overlapping

‘ and complete overlapping: “The intersection or overlapping of phonemes will

be called partial if a given sound x occurring under one set. of phonetic
conditions is assigned to phoneme A, while the same x under a different set of
conditions is assigned to phoneme B; it will be called complete if successive
occurrences of x under the same conditions are assigned sometimes to A,
sometimes to B.” The two examples discussed in the preceding section both
represent cases of partial overlapping. , o

A case of complete overlapping pointed out by Bloch involves English /t/
and /d/. Intervocalically, /t/ and /d/ are both pronounced as an alveo!ar
tap [r]. Thus, for many speakers of American English, the words beftzng
and bedding are pronounced. identically, that is, as [berp]. One might,
however, attempt to assign different phonemic representations to the two
words on the basis of the fact that befting contains the word bet and bedding
contains the word bed. Assuming that the velar nasal should be phonemicized
as /ng/ (see 3.3.1), the two phonemic representations would then be /beting/
and /beding/. In this case, however, it would be necessary to state that bofh
ft/ and /d/ have the allophone [1] in the same environment, namely in
intervocalic position. What this means in terms of Prague School_ phonology
(see 2.2.3) is that an opposition has been neutralized in this position. .

While /t/ and /d/ contrast initially, as in the words zin and din, aqd while
they contrast finally, as in the word bef and bed, they do not contr?.st intervo-
calically (with the additional restriction that the preceding vowel is stressed).
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In 2.2.3, such an opposition was termed neutralizable. On the other hand, the
contrast between /p/ and /b/ is, at least with respect to initial, medial, and
final position, a constant opposition (see, however, footnote 3, Chapter 2),
Trubetzkoy (1939:78) differentiates positions of neutralization, where the
neutralization takes place, and positions of relevance, where the opposition
is realized phonetically. Thus, in the above example, the intervocalic position
is the position of neutralization, while the initial and final positions are the
positions of relevance.
Notice that if phonemic forms such as /batmg/ are to be permitted for
English, then the phonological analysis will be possible only if the phonologist
goes beyond the phonetic data. In particular, it must be known whether there
is a word ber that exists independently, and whether this word exists as g
morpheme in a word such as betting. This consideration clearly goes beyond
the distributional analysis inherent in discovering complementary distribution,
In this case we not only need to know whether two forms are the same
(one phoneme) or different (two phonemes), but also we must establish
exactly which morpheme (for example, bet or bed)) is present. In otherwords,
we must introduce grammatical information into the phonological analysis.
In terms of the positions outlined in 3.3.2, this amounts to “mixing levels.”?
To combat the problem of neutralization, Prague School phonologists
introduced the archiphoneme. Consider a language such as Fe?fe?>-Bamileke,

which has the following sequences:

ku ‘ & du

ke ko de &o

ka ¢a

Since both [k] and [&] are found before /e/, /a/, o/, and /u/, we conclude
that they belong to separate phonemes, that is, /k/ and /&/. However, there
is a problem concerning the vowel /if, since only [&] is found before it.
There are sequences of [¢i] in this language, but *[ki] is not found. If we
were to analyze [&i] as /&) phonemically, Praguians would point out that
this /& is not the same as the /¢/ found in other positions. The phoneme [¢/
is defined in part by the fact that it stands in opposition to /k/. Before [if;
however, this part of the definition is destroyed, since the difference between
[k] and [&] cannot be used here to make a meaning difference.

Instead of calling [&] before /if another instance of [&/, a separate phono-
logical unit is set up which is neither /&/ nor /k/, but which consists of all of
the phonological properties shared by [&/ and fk/. This unit, termed an
archiphoneme, is by convention written as a capital letter, here /K/. /K/
stands for a. voiceless noncontinuant, which would be specified in terms of

2 In a phonemic analysis emphasizing the distributional properties of sounds, it would
probably be necessary to recognize a third phoneme /i/, because of its unique distribution
(it occurs only intervocalically and after certain sonorant consonants, €.g., party [paril).
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1Stihctive features as [ +high] (that is, either palatal or velar), but which

i would not be specified with respect to backness. In other words, its speci-
 fications would be as seen below, with [0 back] indicating that this feature is

urelevant (left blank), since it is neutralized:

; /K/ : 1 4coons T
—-syll
—son

+ high

0 back
—ant

- cOor
—voice
-cont
—nas

0 strid

- Lo del rel

In addition to [0 back], the features Strident and Delayed Release are not
specified, since the archiphoneme does not specify whether the noncontinuant
is a stop or an affricate.

Since [¢] before /i/ represents the neutralization of the opposition between

Jk/ and [¢/, it would be incorrect in this-framework to phonemicize [&i] as
- f&i/. Trubetzkoy (1939:78) draws support for this approach from. linguistic

performance: “In neutralizable distinctive oppositions perception fluctuates:

“in positions of relevance both opposition members are clearly distinguished;

in positions of neutralization, on the other hand, it is often not possible to

~indicate which of the two had just been produced-or perceived.” Phonemes
- which participate in neutralizations are thus felt by speakers to be closely

related. We might presume, as a result, that speakers of the above language

-~ will regard /¢/ and /k/ as more closely related than they will /¢/ and /tf.

“..An example of néutralization often cited in the literatire was discussed in

’ 2.2.3. In Standard German, voiced obstruents are devoiced syllable-finally.

While the phonemes /t/ and /d/ contrast initially (for example, Tier [ti:r]
‘animal’ vs. dir [di:r] ‘to you’) and intervocalically (for example, leiten

~ [larton] * to lead’ and leiden [laidon] ‘to suffer’), there is no possible contrast

syllable-finally. Thus, the words Rar ‘advice’ and Rad ‘wheel,” which are
written differently, are both pronounced [ra:t]. Notice, however, that in
the plurals, where a suffix is added (which causes a vowel change as well),

~the contrast been /t/ and /d/ resurfaces: Rdte [re:ta] ‘advices’ and Rider

[re:dor] ‘wheels.” The question is how the final [t] of Rat and Rad should be

- analyzed.

Phonologists maintaining a definition of the phoneme as a class of
phonetically similar sounds often disallowed complete overlapping (neu-
tralization) and were therefore forced to analyze both ‘advice’ and ‘wheel’ as
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Jra:t/. Prague School phonologists, who saw the phoneme as a unit in-
system of oppositions, could not analyze the final stop of these words as /t/
since, unlike its counterpart in initial and intervocalic position, it canno
stand opposed to /d/. Therefore, an archiphoneme would be set up. As stated -
by Trubetzkoy, “In German the bilateral opposition d-t is neutralized in_
final position. The opposition member which occurs in the position of
neutralization from a phonological point of view is neither a voiced stop nor
a voiceless stop but the ‘non-nasal dental occlusive in general’.” Thus the
underlying representation of both ‘advice’ and ‘wheel’ is fra: T/, where [T}
is specified [0 voice], representing an archiphoneme sharing all of the
properties common to /t/ and /d/. The words Rat and Rad thus end in al
dental stop which is redundantly voiceless. ‘

3.3 The Phoneme as a Psychological Reality

The original mentalist position, as espoused by Badouin de
Courtenay, defined the phoneme as “a mental reality, as the intention of the
speaker or the impression of the hearer, or both” (Twaddell, 1935:56).
Since each time a speaker pronounces the sound [p] it is acoustically never
quite the same as the last [p], the speaker must have internalized an image
or idealized picture of the sound, a target which he tries to approximate.
Badouin de Courtenay spoke of the phoneme as “a sound imagined or
intended, opposed to the emitted sound as a ‘psychophonetic’ phenomenon
to the “physiophonetic’ fact” (Jakobson and Halle, 1956:11). Thus, according
to the argument, in Nupe (where /si/ is realized as [8i]), when a speaker
pronounces [§i] ‘to buy,” his real intention or abstract image is /si/. Similarly,
when a speaker of American English says [a1 mi$o] ‘I miss you,” his real
intention is [a1 m1s yu], and so forth.

This view of the phoneme as a psychological unit was subject to attack by
phonologists holding the views of the phoneme discussed in 3.1 and 3.2.
The following statement of Twaddell (1935:57) is perhaps representative of
American reaction against mentalistic definitions of the phoneme: “Such a
definition is invalid because (1) we have no right to guess about the linguistic . -
workings of an inaccessible ‘mind,” and (2) we can secure no advantage
from such guesses. The linguistic processes of the ‘mind’ as such are quite |
simply unobservable; and introspection is notoriously a fire in a wooden
stove.” ‘

Representative of the Praguian reaction to Courtenay, Trubetzkoy |-
(1939:38) states: “Reference to psychology must be avoided in defining the
phoneme, since the latter is a linguistic and not a psychological concept.”
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0 Trubetzkoy, the phoneme is'a charactenstlc of the linguistic: system, and
got of the minds of speakers:

: The fact that the concept “‘phoneme” is here [in Courtenay’s writings] linked
“with such vague and nondescript notions as ‘‘psyche,” “linguistic consciousness,”

ipr “sensory perception” cannot be of help in clarifying the phoneme concept.

“ If this definition were to be accepted, .one would never know in an actual case
what to consider a phoneme. For it is impossible to penetrate the “psyche of all
‘members of .a speech community” (especially where extinct languages are
involved). (1939:39)

“Although perhaps most phonologists reacted-to the stfong psychologicall

“sording of Courtenay’s pionecering work, this does not mean that they com-
 pletely refrained from discussion of psychological (for example, perceptual)

aspects of the phoneme. Virtually all theorists agree that the phonemic
system of a language exerts a behavioral effect on its speakers. Few phonol-
ogists fail to make some remark about the role of the phonemic system in the
perception of foreign sounds. In the words of Trubetzkoy,

The phonological system of a language is like a sieve through which everything
that is said passes. . ..Each person acquires the system of his mother tongue.
But when he hears another language spoken he intuitively uses  the familiar
“phonological sieve” of his mother tongue to ‘analyze what has been said.
‘However, since this sieve is not suited for the foreign language, numerous
- ‘mistakes and misinterpretations are the result, The sounds of the foreign language

“receive an incorrect phonological interpretation since they are strained through
the *phonological sieve” of one’s own mother tongue. (1939:51-52)

"Even Harris (1954:36), who devoted so. much attention to distributional

analysis, wrote: “Clearly, certain behaviors of the speakers indicate perception
along the lines of the distributional structure, for example, the fact that
while people imitate nonlinguistic or foreign-language sounds, they repeat

[his emphasis] utterances of their own language.” While the antimentalist
phonologists of the: 1930-1950 era were quick to reject all- psychological

terminology, they did not refrain from pointing out that their nonpsycho-
logical phonemic¢ systems have psychological validity for speakers.
The classic article on the psychological reality of phonemes is-Sapir’s

+(1933) article bearing exactly this title. In this article Sapxr reports the

following anecdote:

When working on the Southern: Paiute language of southwestern Utah and
northwestern Arizona I spent a little time trying to teach my native interpreter...
how to ‘write his language phonetically....I selected pa:fah....1 instructed
Tony to divide the word into its syllables and to discover by careful hearing
what sounds entered into’ the composition of each of the syllables....To my
astonishment Tony then syllabified pa:, pause, pah. I say “astonishment” because
Iat once recognized the paradox that Tony was not “hearing” in terms of thé
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actual sounds (the voiced bilabial § was objectively very different from 1
initial stop) but in terms of an etymological reconstruction: pa: ‘water’ pl
postposition *—pah ‘at.” The slight pause which intervened after the stem w
enough to divert Tony from the phonetically proper form of the postposition
a theoretically real but actually nonexistent form. (pp. 23-24)

What this means is that Tony had knowledge of the underlying /p/ in the
postposition ‘at,” which by rule becomes the voice spirant [$] intervocalically,

In other words, the /p/ in the phonemic represeéntation is psychologically re

3.3.1 Levels of Adequacy

Examples such as the above reveal that phonology goes well beyond

the systematizing of phones into phonemes. There has been much rece

discussion of the goals of phonology. Chomsky (1964:62ff), for example;
distinguishes phonological analyses which are observationally adequate from
those which are descriptively adequate. A phonological analysis is observa:

i< g .word .codl
%;at,is interesting is that although the [g] of *[ng] has dropped, [s]
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reason to believe that such an analysis remains too superficial. In
lér once this constraint is stated, one might further ask why .there
;: a cjonstraint to begin with. We might hypothesize that the sound is too

4 cult to pronounce in this position, but then there are many languages

1ok do in fact allow [5] word-initially, as the spelling of the Vietnamese

::ne Nguyen SUZEESLS. Thus, while [p] is difficult for an English speaker to
pame ¥

nounce at the beginning of a word, its absence in this position in Engﬁsh
10

not be explained in universal terms. ,

m‘l'xilam,the:r the reason we do not find word-initial [n] is that it derives
v 3

‘ i find words such as
L olly from an earlier *[ng]. Thus, the reason we f
ca.l 1 d neat [nit], but not *ngeat [nit], is a historical one. The velar

| ; istori ; here there was not only no
derives historically from [ng] at a stage whe .
:?:s, ,*fngeat [ngit] but also no word *mbeat [mbit] or *ndeat [ndit]. That

1d not begin with a nasal consonant followed by a voiced stop.

inues to function as if there were a [g] after it.
: mlllflutl‘act, Sapir (1925:19) proposed that the sound [n] be analyzed phono-

logically in English as /ng/:

“In spite of what phoneticians tell us about this sognd '(b:m asd:n asg b yl), nc;
- " hatve English-speaking person can be ma(_ie to feel in his bones ’chact1 1t_t he t(;lxgn
‘toa single series with m and n. Psychologically it cannot be grouped wi .

: "“because, unlike them, it is not a freely movab1§ cox}sonant (tl}erss' are no: \lvc:r s
beginning with z). It still feels like yg; however little 1t. soul_lds like it. The relation
ont :and = sink : sing is psychologically as well as historically correct.

tionally adequate if it accurately transcribes the data and nothing more. It is
descriptively adequate if, in addition to transcribing the data, it accounts for
the knowledge (which Chomsky refers to as linguistic competence) of the
native speaker. Let us say, for instance, that one description of English
phonology states that there is a word play [ple] and a word clay [kle], but no
word *tlay (presumably to be pronounced [tle]). Such a description reaches
the level of observational adequacy, since it correctly states that certain forms
are observed while other forms are not.

This description cannot be said to reach the level of descriptive adequacy,

however, unless it accounts for the fact that tlay not only is not observed bu

could not be a possible word in the language. The native speaker intuitively
knows that it is not possible to have a [tl1] cluster at the beginning of a word
in English. Thus, a related fact is that English has the words pluck [plek]
and cluck [klok], but no word *tluck [tlok]. A descriptively adequate
phonological description of English must include numerous constraints on

consonant sequences (see 1.4.1). Much more will be said about such con:

straints. For the moment it is important only to note that native speakers
have knowledge of these constraints. Greenberg and Jenkins (1964) have

experimentally demonstrated the native speaker’s ability to judge non-
existent forms for their well-formedness, both in terms of sequences which
do or do not “sound English” and in terms of the distance of such forms
from good English-sounding words.

An example of a phonological analysis reaching the level of descriptive
adequacy concerns the velar nasal consonant {5] in English. Many phonol-
ogists have observed that the velar nasal, which is written ng as in sing [sig],
does not occur word-initially in English, although [m] and [n] do. A
phonological analysis of English could merely state this constraint, but there

f Cﬁoméky and Halle (1968:85n) propose that [n] should be described phono-
ldgically as /ng/. Two rules are necessary:

1 n-nl_tg}
2 g=0O/o—#

Rule imi Jant, for example, /sink/
Rule 1 assimilates /n/ to [n] before a velar consonant,
becomes [sigk]; Rule 2 deletes [g] after [n] and before a word boundary

~ (see 3.3.2 and 6.1.2.2 for discussion of boundaries). Thus, the full derivation
“of sing is as follows:

Jsing] — sipg — [sm] (by rules 1 and 2)

| Given this /ng/ solution, a general seqﬁential constraint can be formulated:

in English, no words begin with mb, nd, or ng, that i§, no.word begins w1thha
nasal consonant followed by another consonant. Tt is this constraint on the

- phonological level which explains the failure of [n] to occur at the beginning

of English words. o .
The /ng/ solution reaches the level of descnptlve. ziu;equacy becagsg i
provides a principled reason for the exclusion of word-initial [g]. In addition,
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Fromkin (1971:34-35) presents evidence from speech errors for this analysy
She reports that someone, instead of saying Chuck Young (the Chancellor
UCLA), said chunk yug. Phonetically, this represents a change from-t
intended [Eok yon] to the speech error [Copnk yag]. If it is assumed that [y
is phonologically /ng/, then this error (as well as others) can be explained b
saying that the nasal consonant was transferred to the first word, thereb
leaving a {g] sound stranded in the second word. The possibility of usin
data from speech errors to help choose among competing analyses seems ve
promising,

3.3.2 Grammatical Prerequisites to Phonology

One of the basic disagreements in the history of phonology has tod
with what is referred to as “mixing levels.” According to some phonologists;
a phonological analysis would have to be justified on the basis of the phonetic
variants alone. In particular, information from a grammatical level (that is;
morphology, syntax) could not be used to justify an analysis. Hockett
(1942:20-21) sums up this position: “There must be no circularity; phono-.
logical analysis is assumed for grammatical analysis, and so must not assume
any part of the latter. The line of demarcation between the two must be
sharp.” This position was sometimes: maintained by phonologists focusing
on. discovery procedures (see 3.1.5). Procedures were developed by which
sounds could be assigned:to phonological units (phonemes), which in turn
could; by other procedures, be assigned to grammatical units (morphemes;
words). '

We have already mentioned Chomsky’s criticism (1957:50-53) of discovery
procedures. However, all one needs to disprove the claim that phonological
analysis can be done without recourse to grammatical information is to:
find a language where the phonology cannot be described without reference
to the grammar, where “grammar” is used as a cover term for both mor-
phology (word structure) and syntax (sentence structure). '

Such examples are not hard to find. Specifically, many phonological
descriptions require information such as (1) morphological boundaries and
(2) class categories, such as nouns.and verbs. A good example of the latter
occurs in English. It is generally assumed that part of a complete phonology
of English will deal with stress phenomena. However, the placement of
stress in a word is partly dependent on whether that word is a noun or verb,
as seen in the following examples:

NOUN VERB

pérvert pervért 1

sibject  subjéet ‘
cénduct conduct : £
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jile there are exceptions (for example, to rdmble, a lamént, a babdon), some
_» which can be explained in terms of syllable structure and vowel tenseness

o <ee Chomsky and Halle, 1968), the above noun and verb forms suggest a

ggneralization: stress falls on the first syllable in nouns, but on the second

S syllable in verbs. Thus, for a particular set of noun-verb pairs, stress can
only be accounted for with reference to grammatical information.

Another example is found in Nupe (Hyman, 1970a). In Nupe, the phoneme

sl i pronounced [§] before /i/; for example, /si/ ‘to buy’ is pronounced
[&i], but /s4/ ‘to cut’ is pronounced [s4]. Thus, it would appear that the
difference between [s] and [§] is completely redundant, since we can predict
 which one is found on the basis of the following vowel. Phonemic /s/ is
~ palatalized to [8] before the front vowel /i/ (as well as before /e/ and /[g)).
There is, however, one exception. There is ‘a process of reduplication in

Nupe which creates nouns from verbs, for example, [3i] ‘to buy’ becomes

\~ - [i8i] ‘buying”’ The vowel in the reduplicated prefix is frequently [i] (but
~see Hyman, 1970a:67-69 for a fuller statement; also 3.3.5). The exception
" to the palatalization of /s/ to [§] before /i/ arises when a verb such as /sa/

“to cut’ is reduplicated as [sisa] and not *[8isa]. If we were to base ourselves

- entirely on the phonetics, we would be forced to say that the difference
~petween [s] and [§] is a distinctive one, since the utterance [§isa] (from

/si + [ésa] ‘to buy a chair’) is also found. Thus, [sisd] and [3i sa] would

~“constitute a minimal pair. Such a minimal pair, which is possible only when
" one of the forms is-a noun derived through reduplication, should not be
allowed to destroy the complementary distribution of [s] and [§] in the

language, which is otherwise completely general. With a minimum of gram-

- matical information, we can still predict when we will find [s] and when we
- will find [§]. Nupe speakers palatalize /s/ to [§] before /if, except in such

cases .of reduplication (see Wilbur, 1973, for theoretical discussion).
Inaddition to grammatical categories such-as noun and verb, it is frequently
necessary to refer to grammatical boundaries in plionological -analyses.

" The boundaries which are used in phonology (see 6.1.2.2) include the full-

word boundary (##), the internal word or stem boundary (#), and the general
morpheme boundary (+). An example of the relevance of such boundaries
comes from Fe?fe?-Bamileke. Consider the following data:

@ pd ‘hand’ mbd ‘hands’
pé:  ‘accept’ mbé: ‘and accept’
ptia ‘two’ ntam pilia - ‘two hearts’
pi:  ‘profit’ tam pi: ‘send the profit’.
(b) vap ‘whip’ vabi ‘whip him/her’
ngdp ‘hen’ ngdba ‘my hen’
pi: ‘children’ pé: pa: ‘accept the children’.

In several of these examples there is an alternation between [p] and [b].
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" Let us assign [p] and [b] as allophones of the phoneme /p/ (see Hyman

1972b, Chapter 3, for discussion of this solution). In (a), /p/ is realized as [b]
only in the first two examples in the right-hand column, as the result of g
rule which voices /p/ after [m]:

p—=b/m__

However, in the third and fourth examples in the right-hand column, voicihg

does not take place. The above rule is in effect blocked by the full-word:

boundary in the phrases ‘two hearts’ and ‘send the profit.” Since there is
only an internal word boundary in ‘hand’ and ‘and accept,’ that is,

[m#pd/ ‘hands’
[m#pé:/ ‘and accept’

‘two hearts’
‘send the profit’

[ntam# # ptha/
[tam##pi:/

the rule is not prevented from applying.

Similarly, the first two examples in the right-hand column of (b) show

/p/ becoming [b] intervocalically, as in the following rule:
p—b/V__V

Since there is a full word boundary in /p&:## pii:/ ‘accept the children,” no

voicing takes place. On the other hand, the internal word boundary of

Jvap#i/ ‘whip him/her’ and /ngdp#3/ ‘my hen’ does not block the above
rule. Thus the distribution of [p] and [b] in Fe?fe?-Bamileke can only be
accounted for if it is possible to refer.to word boundaries. Otherwise we
would be forced to conclude that the difference between [mp] and [mb] isa
distinctive one, necessitating the positing of two phonemes /p/ and /b/.

Although grammatical boundaries play a role in phonology, some linguists:

attempted to introduce ‘‘phonological” junctures in order to avoid mixing
levels. The junctures are responsible for phonetic differences in such phrases
as why try [wa:t'ral] and white rye [waitrar]. Thus, Z. Harris points
out (1951:88): “Many of the junctures. set up...without reference to
morphologic boundaries turn out nevertheless to come. precisely at mor-
phologic boundaries.” While many of the phonologists eschewing the use of
grammatical information did not follow their own advice in practice, not all
of the linguists of the descriptivist era of the 1940s and 1950s in the United
States were even theoretically in agreement, as is evident from the following
statement made by Pike (1947b:158): “If language actually works as a unit,
with grammatical configurations affecting phonetic configurations, why
should we not describe the language and analyze it in that way? If forced to
do so, why pretend we are avoiding it?” The consequences, however, show
that one cannot proceed by operational steps from the physical sounds to
the phonemes and from the phonemes to the morphemes, etc. Since no
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a‘imnaﬁvc hypotheses or criteria were advanced, this particular theory
b aksdown. ‘

3.3.3 Morphophonemics

It is thus possible that the phonetic reflexes or realizations of
pﬁoncmes not only reveal phonetically determined-oppositions but also are
ctermined by grammatical facts. We have discussed two possible solutions
“to the German case of final devoicing (3.2.2). The first solution, that charac-
 teristic of American phonemics, is to identify the phonetic shape -of the
segment found in the position of neutralization with the phonological
representation. Thus, Rat and Rad will both be represented as fra:tf. The
~¢econd solution, that characteristic of the Prague School, is to posit an
o afchiphoneme in the position of neutralization. Thus, German Raq¢and Rad
are both represented as /ra:T/. Both of these solutions fail to give an explicit
~account of the fact that one instance of [ra:t] (let us say [ra:t],) alternates
' with a plural form with [t], that is, [re:to] ‘advices,” while the other instance
~of [ra:t] (let us say [ra:t],) alternates with a plural form with [d], that is,
‘{rg,;,der] ‘wheels.” The fact that there are basically two kinds of final s
_in German is overlocked. B

Clearly, there is a certain relationship between [t] and [d]in German. Since
“this relationship is missed by phonemic analysis, a separate, more abstract
 jevel is recognized, called the morphophonemic level, whose basic unit is the
morphophoneme. The basic motivating principle is that it should be possible
_to give one representation to each morpheme (minimal meaningful unit of
_grammar) and derive all of the allomorphs from this one “base form™
(barring, of course, the possibility that two allomorphs may not be phono-
Jogically related to one another, for example, go and went). The morpheme
‘wheel’ has two alternate phonemic forms or allomorphs in German: it has
the allomorph /ra:t/ when the final consonant is followed by pause, but the
allomorph /re:d/ when the final consonant is followed by a vowel. This is
~no.accident. The same could be said about the noun Bund [bunt] ‘union’
and its plural form Bunde [bunds]. This morpheme has the allomorph
/bunt/ when the alveolar consonant is before pause, but the allomorph
- /bund/ ‘when there is a following vowel.

The base forms of these morphemes are {raT} and {bunT}, respectively.
These capital letters are employed to represent morphophonemes and should
"not be confused with the archiphonemes discussed in 3.2.2. Here {T} is the
morphophoneme which is sometimes represented by the phoneme /t/ and
~ sometimes by the phoneme /d/. As Z. Harris states: “Each morphophonemic
symbol thus represents a class of phonemes and is defined by a list of member
phonemes each of which occurs in a particular environment” (1951:225).
~The example he discusses concerns the alternation between /f/ and /v/ in
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English, as exemplified in the forms knife/knives, wifefwives, leaf]leave
thief]thieves, etc. For such allomorphs Harris proposes the morphophonem,
{F}, for example, {naiF} ‘knife,” which is sometimes realized as the allomorp
/naiff (in the singular) and sometimes as the allomorph /na1v/ (in the plural
Notice that while a word such as thief will have the base form {0iF} (since i
plural thieves is formed with /v/), a word such as chief will have the ba;
form {Gif} (identical with its phonemic representation /Cif/), since its plur
is chiefs and not *chieves.

3.3.4 Systematic Phonemics

This notion of one base form per morpheme is carried over into th
models of generative phonology presented as early as Halle (1959) and s
characterizing most of the work being done in this theory.’

The view is expressed in generative phonology that native speakers of
language tacitly know (that is, the knowledge is not necessarily conscious)
that certain forms are related and that this relatedness must be captured
somehow in the grammar. These phonologists propose that highly abstract
systematic phonemic representations (equivalent in many respects to mor-
phophonemic representations) be postulated, from which rules derive the
various surface realizations. By postulating one underlying form at the sy
tematic phonemic level, from which surface alternants are derived, the ta
knowledge speakers have of general or systematic relationships (termed
linguistically significant generalizations) in the phonological structure is
accounted for. Chomsky and Halle (1968) point out that, as a result of t
Great English Vowel Shift, there are vowel alternations such as those se
in the following words (we shall limit this discussion to front vowels only)

[iv] serene [e] serenity
obscene obscenity

[ev] profane [x] profanity
inane inanity

[ay] divine [} divinity
sublime sublimity

On the basis of these alternations (and various other arguments), Chomsky
and Halle propose the following abstract systematic phonemic representa- { -
tions of these morphemes: 4

[serén/  [profen/ /divin/
Jobsén/ /inZn/ /sublim/

3 For a thorough statement of the “standard model” of generative phonology, i.c., of
systematic phonemics, see Chomsky and Halle (1968); for a more simplified and concisefg
introduction, see Schane (1973a).
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‘That is, tense vowels (indicated by V) are set up. Notice how closely

these underlying forms resemble English orthography. This comes as no
surprise, since these abstract forms coincide with historical reconstructions,

. ,whlch are preserved in the orthography.

- Three rules are required to produce the correct phonetlc forms. First; there
is a vowel laxing rule, which for our purposes applies- before the ity suffix.*
Thus, /serén/ becomes seren before the ity suffix. Second, there is a vowel
shift rule which changes /i/ to 2, /ef to i, and [Z/ to &. Finally, there is a

: diphthongization rule by which Z becomes [=y], i becomes [iy], and &

becomes [ey]. The derivations for [seriyn] and [soreniti] are given below:

[serén/  [serén-+-itif
: seren+iti . Laxing before ity
serin Vowel shift
seriyn Diphthongization

In Chomsky and Halle’s framework, lax 7 and e are to be identified with
phonetic [1] and [€], respectively. The schwa found in the words serene and

_serenity is due to a rule that reduces unstressed vowels to schwa.

The vowel shift rule is also used in conjunction with other alternations in

‘the language. Chomsky and Halle point out (p:. 234) that alternations such

as resign : resignation and paradigm : paradigmatic, where the simple form

~has [ay] and the complex form [1g], must be accounted for, since these
- forms are related. This relatedness is accounted for by providing a unique

base form for each morpheme. Looking at the word resign, Chomsky and
Halle argue for the systematic phonemic representation /ré=sign/. A number

" -of observations are relevant here. The equal sign (=) represents a special

morpheme boundary which is necessary in the following rule (p. 95):
s>z |V=_..V

The reason Chomsky and Halle wish to posit an /s/ in the underlying form
is that the same morpheme, they claim, occurs in words such as consign, where
the same = boundary is recognized. They argue that this boundary must
function in the rule voicing /s/ to [z], since when there is no boundary, or
when there is a full + morpheme boundary (or perhaps a word boundary #),
/s/ remains [s] (for example, reciprocate, re-sign [ré#sign/ ‘to sign anew’).

4 This rule actually laxes the vowel of the third syllable from the end of the word. Thus,
the vowel of the syllable directly preceding ity will automatically become lax.
% There are, however, important exceptions. While design is pronounced with [z]; as

.- predicted by the-above rule, desist is pronounced with [s] by some speakers. Since this word

is represented underlyingly as /dé-sist/, it should undergo the same intervocalic voicing of
Is/ as fré-sist/, which is pronounced [rizist]; cf. consist, which is pronouriced with [s), since
/s/ is not in intervocalic position.
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Addressing ourselves now to the problem of the [g/ in resignatior and’i
absence in resign, Chomsky and Halle propose a g—deletion rule, the effe
of which is to tense the preceding vowel. (They discuss certain possibilitie
in particular an intermediate [y] which tenses the preceding vowel and lat
drops.) Let us state the g-deletion as follows: /g/ falls when it occurs befor
a syllable—final /n/.® Thus, since the word-final /n/ of resign is also syllable
final, the /g/ falls. However, since resignation is syllabified as re-sig-na—tio
the /g/ remains. The derivation for [riyzayn] is as follows:

Jré=sign/ Underlying (systematic phonemic) form
ré=zign Voicing of [s/

ré=zin  Drop of /g/ with concomitant tensing
ri=z&n  Vowel shift

[riyzeyn] Diphthongization

(The resulting diphthong [aay]'is slightly modified to [ay] (= [a1]) by anothe
rule.) : :

3.3.5 Phonological Abstractness

It should be clear from the previous section that considerab
“abstractness” is achieved by Chomsky and Halle and others in setting u
underlying forms. The resulting systematic phonemic representations ar
considerably more distant from the surface phonetics than any other scho
of phonology ever would have tolerated.

Systematic phonemics, however, goes beyond proposing an abstra
morphophonemic level, since, in developing this theory of phonolog
Halle (1959) proclaimed the nonexistence of both the traditional phonem
and the phonemic level. That is, between the systematic phonemic lev
(resembling the old morphophonemic level) and the (systematic). phoneti

level there would now be no linguistically significant level corresponding to

the old phonemic level.
Chomsky (1964) and Postal (1968) devote much time to supporting thi

view. While phonology has experienced since The Sound Pattern of English |
a shift back in the direction of a less abstract phonological level (see Kiparsky, .
1968a; Schane, 1971; Stampe, 1972a), it would be worthwhile to briefly |
examine the kind of argument given against what has come to be known as:

the “‘autonomous” or ‘““taxonomic” phoneme (autonomous because some:

phonemicists refused to admit grammatical information into. their phon

logical analysis, and taxonomic because sounds were merely classified,

ignoring important phonological generalizations expressible by rule).

¢ Chomsky and Halle do not speak of syllables, but rather propose that fg/ falls before an

/n/ which is followed by either a full or internal word boundary (i.e., ## or #).

= rule:
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~ Perhaps the best-known argument against a level intermediate between the

 systematic phonetic and systematic phonemic is presented by Halle (1959:
92-23) and reproduced in Chomsky (1964:100-101). The claim is made that

recognizing a phonemic level will, in the words of Chomsky (1964:100),

- “destroy . . . the generality of rules, when the sound system has an assymetry.”

The example comes from Russian, which has the following phonological

4+ voice

—son] = [+voice]/ . [—so
[ (s:o [ n ]

: An obstruent becomes voiced before a voiced obstruent. Thus, a sequence

of /t/ followed by /b/ will be pronounced [db], but a sequence of /t/ followed

by /I will be pronounced [tl}, since [1] is a sonorant. The problem Halle
- points out is that while there is a phonemic contrast between /t/ and /d/ in

Russian, there is no contrast between the phoneme /&/ (which exists in Russian)
and the phoneme /j/ (which does not exist). And despite the fact that there is
no voice contrast in the palatals, the same facts are observed with respect to
the voicing rule. That is, a sequence of /&/ followed by /b/ will be pronounced
[jb] (and, of course, [&/ followed by /I will remain [¢l]). Since a strict
phonemic analysis adhering to phonetic similarity (biuniqueness) would be
forced to analyze [db] as /db/ (although the [d] represents a neutralization
of /t/ and /d/ in Prague School terminology), the following rule is a morpho-
phonemic tule:

-—§0Nn
Wty e ]

+voic

‘That is, it changes a morphophoneme into a phoneme. The following rule,
- however, is a phonemic rule, since it merely states the allophonic distribution

of the phoneme /&/:
RURSIE el

+ voice

Thus, although these two rules are clearly instances of the same rule (as

- formalized in features above), they must be stated at different places in the
- grammar. Assuming both a morphophonemic and a phonemic level, the first

rule converts a morphophonemic representation to a phonemic one and the

“second converts a phonemic representation to a phonetic one. In order to
avoid this duplication (or lack of generality), it is necessary to reject the level

of autonomous phonemics and recognize only a systematic phonemic level
and a systernatic phonetic level.

It would be unwise to suggest that all of Chomsky’s (1964) criticisms apply
to all schools of phonemics. The above argument is of course limited, since
many phonemicists allowed neutralization of just the type found in Russian.
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Thus it would appear that it is not so much a question of establishing
~ difference between a systematic phonemic level and a phonemic level, th
first of which is valid and the second invalid, but rather a question of propet]
defining what the characteristics of the one valid phonological level are. -

While it is clear that the phonological level can differ considerably from
the phonetic representation, generative phonologists themselves are now
debating the question of just how “abstract” phonology is. Probably mos
generative phonologists would agree that the words ‘advice’ and ‘wheel’ iy
German, both pronounced [ra:t], should be represented phonologically as
[ra:t/ and [ra:d/, respectively (see Vennemann, 1968a). But representin
[riyzayn] as /ré=sign/ is quite another story, for here we have to (1) represen
the high front diphthongized vowel [iy] as abstract [&/, (2) accept a specia)
morphological boundary (=), and (3) represent [ay] as /ig/, that is, a radicall
different vowel with a consonant which is not realized phonetically (in thi
allomorph, at least).

There seem to be no constraints on the degree of abstractness allowable i
generative phonology. For example, Lightner (1971) considers the possibilit
of taking the underlying forms of English back to a Proto-Germanic stag
(before the application of Grimm’s Law). He points out that there ar
alternations such as the following between [f] and [p], [8] and [t], an
[h] and [Kk]:

foot : pedestrian
JSather : paternal
Sfull : plenary

mother : maternal
father : paternal
brother : fraternal

heart : cardiac
horn : unicorn
hound : canine

Perhaps the root of ‘foot’ should be recognized as the Latin-looking /ped-/? .
While almost no one would accept Lightner’s proposal, his question is right

to the point: “Where does one stop? And why?”

One way of trying to limit the powers of generative phonology is by looking.
at the nature of the rules that would be required. It is hard to imagine an-

environment for changing underlying /ped/ to [fut] other than by an arbitrary
diacritic, for example, [ +X]. The rule could then be written as follows:

p—f/[+X]

But since there is no phonological or morphological correlate to this diacritic,.

this kind of rule would be equivalent to simply listing two forms in the lexicon,
ffut/ and /padestrion/.

~ A-B/-C
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K1parsky (1968a) presented the first principled attempt to limit the powers
of generatlve phonology. He distinguished between contextual and absolute
néutralxzatlon Contextual neutralization is the kind of situation we have
seen in English (intervocalic /t/ and /d/ are neutralized), Fefe? (/k/ and /&/
peutralized before [if), and German (/t/ and /d/, among others, are

neutrahzed syllable-finally). Typically, when there is a rule of the form,

(that is, AC — BC)

‘@d there are already [BC] sequences coming from another source, we say
* that /A/ and /B are neutralized before /C/. Absolute neutralization, on the

other hand, occurs when there is a rule of the form

A—+B

: and there are other instances of [B] coming from another source. The main
“ difference between. the two types of neutralization, then, is that in absolute

peutralization the rule that accounts for the neutralization: takes ‘place
without any context. That is, all instances of underlying /A/ merge with
underlying /B/.

A concise example of absolute neutralization, which Kiparsky cites,

: comes from Sanskrit, which has the following CV sequences:

& ku

L da ka

* Since there are no instances of *ki or *&u, [k[ and [&] are in near comple-
- mentary, distribution—they contrast only before /a/. However, it would be

possible to represent sequences of phonetic [¢a] as underlying (systematic

~ phonemic) /ke/, since there is no short [e] in Sanskrit, with the following

derivations:

fkil - [ei]
[ke] = & - [Ca]

The /k/ of /ke/ could be said to palatalize just like the /k/ of /ki/, yielding
~intermediate de. At this point a rule of the form

e a

would convert all instances of Je/ to [a], causing absolute neutralization

~ with /a/.

Kiparsky argues that rules of this form, which create context-free neu-
tralizations, should be disallowed, and he presents arguments from historical

- linguistics to support his position. Notice, first, however, that it is not the

Jorm of this rule of absolute neutralization that makes it so objectionable.

’This rule can in fact be rewritten with a context, as follows:

e—alé__
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In a sense this restatement is a trick, since it just so happens that all
instances of underlying fef will occur after [&] at this stage in the derivation;
fe] is posited only after /k/ (which will in turn palatalize to [¢]). The real
objection seems to be simply calling something what it is not. That is, the
argument should be stated as one against “imaginary” segments (Crothers,
1971).

One such imaginary segment is the /ee/ which Chomsky and Halle (1968)
posit as the phonological representation of the English diphthong [o1].
While a rule of the form

- Another argument Kisseberth (1969) gives for his /i:/ and /u:/ solution
cdmés from vowel harmony. While the aorist (past indefinite) suffix is
‘represented phonologically ‘as /hin/, it is converted to [hun] after some
instances of phonetic [0:]:

tayo:hun ‘urinated’
‘hoyo:hin  ‘named’

- As seen from the copied vowel [u] in ‘urinated,” this verb is represented
phonologxcally as /¢yu:/. First the vowel /u:/ is copied to yield intermediate
¢uyu:, and then the long vowel /u:/ is lowered to [5:]. This solution ties in
neatly with the vowel harmony occurring in the aorist suffix. It is just those
~verbs with underlying /u:/ which harmonize fhin/ to [hun]. That this is
~correct is seen from the fact that short fu/, but not short /5/, also harmonizes
. {hin/ to [hun]:

tudhun - ‘recognized’
gophin ~ ‘took care of an infant’

[+ a2 §

does not involve neutralization (since there is no other source of [o1]),
the postulated je/ of boy /bee/ is at least as “abstract” as the underlying Je/ -
considered for Sanskrit.

This reinterpretation of the problem is visible in the Yawelmani case
raised in the argument against Kiparsky by Kisseberth (1969). In Yawelmani,

the following surface phonetic vowels are found: Thus, hin/ becomes [hun] after the stem vowels /u:/ and /u/.

This solution requires a rule of the following form:

s 5]

Notice that only part'b of this rule involves absolute neutralization, since
Ju:f and />:/ merge as [o:] in all environments, while no merger occurs when
- fiz] is converted to [e:]. Although only the latter part of the rule involves
- absolute neutralization, both involve setting up “imaginary” forms, that is,
“.phonological forms which do not exist on the surface and which are converted
~to phonetic forms in a context-free fashion. The derivations for unnated’
-and ‘named’ are therefore as follows:

i u

Kisseberth argues that all instances of [e:] should be represented phono-
logically as fi:/, and some instances of [2:] should be represented as fu:/, =
others as f5:/. This would produce the more symmetric inventory of both .
long and short fi, a, u, o/. His arguments are as follows.
First, there is a class of verbs of the underlying structure /CCV(C)/ which =
Kuroda (1967) terms “‘echo verbs.” A phonological rule inserts a vowel:
between the first two consonants in the following way: :

a CCe:(C) - CiCe:(C)
b CCa:(C) » CaCa:(C)
¢ CCo:(C) — CuCa:(0O)
d CCo:(C) = CaCa:(C)

[éyus 4 hin/  [hys: + hinf

¢uyu:hin hoys:hin (by vowel copying)
= ¢uyurhun (by vowel harmony)
Notice that cases b and d involve complete copying of the stem vowel, feuys:hun] - [hoyo:hin] - (by vowel lowering)
though the copied vowel is always short. Having noticed this, if we were to -
analyze verbs of class a as underlying /CCi:(C)/, then this /i:/ would also be
copied as [i]. Similarly, if those verbs of the form [CuCo:(C)] were recog
nized as underlying /CCu:(C)/, then the copying rule would be completely

general;

g VY /#C.__CVi, whereVi=V‘
[-long]

So-called “imaginary”” phonological representations characterize, at least to
- some extent, probably all schools of phonology. Consider, for example, the
following phonetic vowel system of Nupe:

i u 1 i
e 0 3

- Although Nupe has five phonetic oral vowels, it has only three phonetic
nasalized vowels (Smith, 1967; Hyman, 1970b). The question, however, is
how the vowel [3] should be mterpreted Since there is an oral vowel /a/,

A short version of the underlying vowel (V,) of echo verbs is copied by this
rule,
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pattern considerations suggest representing this vowel as /3/, the decision
reached by Smith (1967). Since /i/ and /ii/ tend to be pronounced [f] and
[0], a low-level phonetic rule is postulated which changes all nasalized vowels
to [ —tense]. In a sense this amounts to recognizing an imaginary segment,
While in this case the distance between the phonological and phonetic
representations may seem negligible, no satisfactory way of measuring such
“distances™ has been proposed.

In the absence of theoretical constraints on abstractness, such as the one
proposed by Kiparsky, a number of competing analyses will be possible of
the data of many languages, for example, a very abstract analysis, a not-too-
abstract analysis, a very nonabstract analysis. Since generative theory
attempts to provide the one descriptively adequate grammar of a language,
which is said to have psychological reality, proposals which limit the number
of possible analyses for any given data represent claims about the nature of
sound systems, which can in part be experimentally tested (see M. Ohala,
1974).

Since Kiparsky’s unpublished paper, a number of papers, in addition to
Kisseberth (1969), have defended certain “abstract” analyses. A final example
of ‘a possible abstract solution, again from Nupe, is presented in Hyman
(1970a), where it is suggested that [C%¥a] and [C’a] should be represented,
phonologically, as /Co/ and /Cg/, respectively. Since consonants are normally
labialized before /u/ and o/, and since they are normally palatalized before
fif and /e/, we can simply extend the labialization and palatalization pro-
cesses to include /o) and /e/, as seen in the following rules:

C-*CW/__{O

; .
C-CJ__ {e} (PR)

After /Co/ and /Ce/ have undergone the labialization rule (LR) and the
palatalization rule (PR), respectively, the following absolute neutrahzat:on
(AN) rule applies:

(-

Since /o/ and /g/ neutralize in a context-free fashion with /a/, this is a case of -
absolute neutralization, as defined by Kiparsky (1968). We can, however;
provide a context for this rule, as follows:

][]
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'The rule now states that /o/ becomes [a] after [C*] and /g/ becomes [a]
after [Cy] This rule not only directly incorporates the motivation for the
* rule (that is, the fact that the labiality and palatality of /o/ and /e/ have been

¢ransferred to the consonant), but also captures the fact that each instance of

- [a] can be easily identified as deriving from /o/, fe/, or [a/ on the basis of the
-preceding consonant, as seen in the following derivations:

Jt5] = 75 —> [t“’a] ‘to trim’
Jt&] = & — [P4] ‘to be mild’
Jta] - [td] = ‘to tell’

. Two kinds of evidence for this /o/ and /e/ solution were proposed. First, it

“was claimed that reduplication provides evidence for the underlying vowel
_Jo]. As seen in the following examples,

ti - *toscreech’ — titi  ‘screeching’
t& - ‘to break’® — tité ‘breaking’
t ‘totelll o titd  ‘telling’
St ‘to ride’ - tiath  ‘riding’
" td ‘toloosen’ —» tatd  ‘loosening’

. the reduplicated vowel is [i] if the stem vowel is [ —round], that is, /i/, /e/,
~or [af; or [u] if the stem vowel is [+round]; that is, /u/ or /o/. Notice,
‘however, the following forms:

44 ‘to trim’ - tiitVa
t4 ‘to be mild’ — tit’a

‘trimming’
‘pbeing mild’

- The expected form for ‘trimming,” if /t*/ is taken to be an underlying con-
- sonant, is **i¥4. If, on the other hand, we recognize the underlying form

Jt5/, this /o/ naturally falls into the same class with /u/ and /o/, and the

- automatically chosen reduplicated vowel is [u].

The second argument is based on the findings of Hyman (1970b) concerning
the nature of foreign sound assimilations in borrowing. It was argued in

“Hyman (1970a) that since Yoruba [Co] and [Ce] come into Nupe as [C"a]
-and [C’a], the rule of absolute neutralization must be considered productive.
- Some relevant examples are: : ;

‘bicycle’ -

“Yor. [kék&] > Nupe ~[k¥aka]

Yor.  [£gbe] > Nupe [égb’a] (a Yoruba town)
Yor. [t3rg] > Nupe [t*ar’d] = ‘to give a gift’
Yor. [kdb3] > Nupe [k"ab¥a] ‘penny’ )

According to this argument, the rule of absolute neutralization is responsible
for these borrowings, and for the fact that Nupes, when they speak Yoruba,

_ frequently replace Yoruba [Co] and [Ce] with Nupe [C"a] and [C’a].

For justification of this kind of argumentation see Hyman (1970b) (and also
Ohso, 1971, and Lovins, 1973, for more recent work on this subject).
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The question of how Nupe should be analyzed has been raised a number of
times since the original abstract solution was proposed (see, for instance,

Harms, 1973, and, for a reply, Hyman, 1973d; also Crothers, 1971; Venne-
mann, 1973; Krohn, 1974). Just how abstract phonology is remains a
question that has yet to be answered in a manner satisfactory to all.

3.4 General Considerations in Setting Up Underlying

Forms

In preceding sections we saw basically three approaches to phono-

logical analysis, which can be summarized here by means of the following -

example from English.  As seen in the following forms,

im-possible
in—determinate
inp~-congruous

the prefix meaning ‘not’ is pronounced [1m] before labials, [in] before

alveolars, and (at least optionally) [19] before velars. The question is, how

should these forms be represented phonologically? In a strict phonemic

approach one might argue that the phonetic and phonological representations
are-identical, that is, that these prefixes should be analyzed as the allomorphs
/im/, /im/, and /in/, respectively. Such phonologists would point out that since
the words ram [r&m], ran [ren], and rang [r&n] show a three-way nasal

contrast, the phonemes /m/, /n/, and /y/ are required in English. It should be’

recalled that in this first view the phoneme was defined as a class of sounds
having phonetic similarity (see 3.1). Thus, by the principle of “biuniqueness”
(see 3.2.1), the sounds [m], [n], and [g] are assigned to the phonemes /m/,
/nf, and /n/ of the negative prefix, just as they are in the case of ram, ran,
and rang.

A second solution invokes the notion of neutralization from Prague
School phonology. Since nasals do not contrast before such consonants,
this morpheme can be represented as /IN-/, that is, with an archiphoneme
nasal which is specified as [ +cons, +nasal], but which is left "unspecified
for place of articulation. This solution then captures an important fact missed
by the strictly phonemic solution, since it recognizes /m/ and /n/ only where
these two phonemes contrast, and recognizes /N/ where there is no contrast.

A weakness of both these solutions, however, is the fact that when this
prefix is followed by a vowel, its realization is [n]. If one were to start with
underlying /m/, /n/, and /y/, then there would be no way to capture the fact

that the basic or unassimilated form of this prefix is [in], as in the word

inability. The same problem is inherent in the archiphoneme approach. On
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the other hand, if one were to start with the representation /inf, a

rule of
omorganic nasal assimilation, written as follows, i

 no [eplace]/ — [2 pléce]

"'w;)uld state that /n/ assimilates to the place of articulation of the following
@ﬁsonant. Thus, underlying /in/ is realized as [xm] before labial consonants
, ;(im.possible) and as [mn] before velar consonants (in-congruous). Bet.“or.e
alveolar consonants and before vowels (in-determinate and in-ability), it is
realized as [m}. ‘
. Setting up one basic underlying form from which predictable allomorphs
or alternations can be derived runs into some difficulty, however, since, as
nointed out above, there seems to be no constraint as to how “abstract” the
 pase form can be. For example, while there is a productive rule of homorganic
nasal assimilation of the type seen above, we are faced with the problem of
‘what to do with words such as illegal and irregular, where the assimilation of
“the /n/ of this same negative morpheme is complete. That is, /n/ assimilates
to [1] before [1] and [r] before [r], and presumably the resx.xlting [11] and
[rr] sequences are later simplified to 1] and [r], respectively. Are the
underlying representations in-legal and in-regular too distant from the
_phonetic representations? While phonologists disagree about the permitted
‘degree of abstractness, all those werking in the framework of generative
phonology accept the notion of a base “underlying form” from which allo-
‘morphs are derived by phonological rules. With this in mind, we can now
ask, what are the general considerations in determining underlying forms?

3.4.1 Predictability

Given a phonological alternation, such as the alternation between
[t] and [d] in the German words Rad [ra:t] ‘wheel’ and Réider [re:dor]
‘wheels,” how does one decide which of the two phonetic realizations is
‘closest to the underlying representation? Or, in other words, how does one
“determine the “basic allophone”? While there is no foolproof rule or
*discovery procedure,” there are some general criteria which are sometimes
cited by phonologists. The first criterion is predictability. Often there is
little cause for hesitation, since the various alternations can be phonologically
predicted (that is, by rule) only if one starts with one of the allophones—but
could not be predicted if one started with the other. The German case of
final devoicing is an example. If the word ‘wheel’ is represented with a /df
underlyingly, that is, /ra:d/, then a rule of final devoicing would change /df
“to [t] in [ra:t], but not in the plural form [re:der]. The rule that converts
/b, d, g, v, 2/ to [p, t, k, £, s] can be written as follows: - ‘

: ‘[-—son] = {——voice] [—3
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i)llt Jaru/ should take an [m]. In other words, we are again forced into marking
sach forms with diacritics, for example, [ +K], [+M] etc. Since @ can be
~ predicted from underlying final /k, m, , r/, but since [k, m, 1, r] cannot be
: phonologically predicted from O, the first solution is preferred. Notice also
" that there are some cases of verb forms ending in [u] which do not take any
consonant, for example, [patu] ‘to strike,” passive [patua], gerund [patuna].
~(The expected passive [patuia] and gerund [patuana] are simplified by rule.)
This verb will therefore be represented as /patu/. (For more discussion of this
Maon data, see 5.2.8.)

Voiced obstruents are devoiced in syllable-final position. If, on the othe
hand, ‘wheel’ were to be represented with underlying /t/, that is, /ra:t/, they
a rule would be required which would convert /p, t, k, f,s/ to [b,d, g, v,z
in some environment, so that [ra:t/ 4+ [“ar/ (where ™ represents the um.
lauting process that fronts [a:] to [&:]) is realized as [re:dsr] and not ag
*[re:tor]. However, notice that the plural of Rat [ra:t] ‘advice’ is Ry
[re:ta]. Since both ‘wheel’ and ‘advice’ would presumably be recognized ag
/ra:t/ in this analysis, there would be no way of predicting which cases ¢
final /t/ become [d] and which remain [t]. Since we can predict the alter
nations in one direction only, we assume that ‘wheel’ should be represente
phonologically as /ra:d/ and that there is a rule of final devoicing.

Of course, it would be possible to maintain both ‘wheel’ and ‘advice’
[ra:t/ if we used some arbitrary diacritic mark, say [+ D], to identify thos
morphemes whose final /t/ becomes [d] by rule. By using such diacritics, th
claim is made that this is not a purely phonological alternation, but rather
partly morphological one, since morphemes must be identified. Phonologist
have generally argued that diacritics, while necessary to capture irregularitie:
in languages, represent complexities and should be used only when strictl
phonological solutions (that is, ones using distinctive features only) canno
be motivated. Since the German rule can be written in strictly phonologica
terms, the use of diacritics is ruled out.

A second example of the predictability criterion comes from Mao
(Hale, 1971, as reported in Kiparsky, 1971). In Maori there is an alternatio
between certain consonants and @ (that is, zero), as seen in the followin

3.4.2 Economy

In phonemic analysxs a solution is judged to be more economlcal
" than another if it recognizes fewer phonemes. While this notion has not been
- explicitly incorporated into generative phonology, it is sometimes invoked
in terms of overall “simplicity” (see 4.1) by generative phonologists.
-.One example is English ng. A solution recognizing a word such as sing as

Jst/ is forced to admit an additional phoneme. A solution representing this

word as /sing/, since it avoids a phoneme. /y/, is more economical. However,
“‘economy in the number of phonemes-or underlying segments frequently
entails a greater complexity in the phonological rules. As seen in 3.3.1, if
" “we récognize [sing/ we need to apply a rule of homorganic nasal assimilation
- (which we already know characterizes English—compare /in-/), which yields
- the intermediate form [sipg]. At this point we need to introduce a rule not
- previously needed, namely, one which deletes the [g] of sing, thereby giving

examples: ~the phonetic form [sip]. Notice that neither solution can be argued for by
VERB PASSIVE GERUND GLOSS “the criterion of predictability. If we recognize an underlying /n/, thena [g]
hopu hopukia hopukana ‘to catch’ will have to be inserted into the word longer [loggor] (compare long [log}),
aru artmia arumana “to follow’ but not in the word singer [siger]. If we recognize only /ng/, then the /g/
tohu tohunia tohunana “to point out’ will have to be deleted in singer, but not in longer. Thus, both solutions
maatu maaturia maaturaga “to know’ ‘require nonphonological information, namely -boundary information. As

proposed by Chomsky and Halle (1968:85n), the underlying forms of longer
‘and singer are recognized with different internal grammatical boundaries,
[sing#or/ and /long+or/. Post-nasal /g/ is deleted before a word boundary
(#), as in sing and singer, but not when there is only a morpheme boundary
~{(+), as in longer, or no boundary, as in finger [figgor] (see 6.1.2.2.).

As seen in the leftmost column, the active form of these verbs ends in
vowel, in this case [u]. In the passive and gerund forms, however, differen
consonants appear on the surface, in this case [k, m, n, r]. There are tw
possible solutions. First, one might set up underlying forms which end in
consonants. In this case we would recognize the underlying forms /hopuk/,.
[arum/, /tohun/, and /maatur/, and a rule which deletes word-final consonants

Co0O/| _##

The second solution recognizes the underlying forms /hopu/, /aru/, [tohu/,
and /maatu/, and a rule of consonant insertion. However, in this case ther
is a problem in predicting the exact identity of the consonant which wi
appear. There is no reason in this solution why /hopu/ should take a [k]

3.4.3 Pattern Congruity

This - criterion “was cited by certain. American phonemicists (for

example, Swadesh, 1934:36), who saw the phoneme as a (psychological)

’ pointin a pattern (compare Sapir, 1925). In this view, a solution can be argued
for on the basis that it conforms to the overall pattern of the phonological
system. The /ng/ solution is a good example. If a separate phoneme /n/ were
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arrays of sounds as seen above were accorded theoretical status, to other
p11<mc;1<>gis’cs such patterns merely summarize the phonetic segments of a
{anguage. Thus, as reported in Hyman (1972b), the underlying (systematic)
- phonemes of Fe?e? are as follows:

recognized, we would have to ask why it, unlike /m/ and /n/, cannot appe
at the beginning of a word. If, on the other hand, /ng/ is posited, the failu
of [5] to appear at the beginning of words in English can be explained

reference to a more general overall pattern; namely, just as jmb/ and /n
sequences do not occur initially, neither does /ng/ (whose phonetic reflex iy

sometimes [n]). ’ t & kK 7
The use of pattern congruity as a criterion has led many phonologists to b d J g

seek segments to fill “holes” in the pattern. For example, the following f s h

consonants represent the phonetic consonant system in Fe?fe?-Bamile v z

(ignoring aspirated consonants): ; (3,; ) 0

"
ll: ; ;— ; - (The /w/_ is of questionable status.) Thus, phonemically, a number of holes
£ . % h ~'do-exist in the pattern. , , ; ’
v . 3 ¥ . This manipulation is most frequently observed, perhaps, in the way
m n n D phonologists present vowel systems. In vowel systems with the three vowels
1 ~ fi,u, a/, the five vowels /i, e, u, 0, a/, or the seven vowels /i, e, €, u, 0, 9, af,
w y Ja] is often represented as a low central vowel, thereby giving the impression

The columns represent places of articulation, the rows manners of articulation of symmelry:

(respectively, voiceless stops, voiced stops, voiceless fricatives, voiced i u i u i u

fricatives, nasal consonants, liquids, and glides). A number of holes in the a e o e o

pattern are observed in the above chart. In addition, a number of consonants a € 2
a

stand by themselves (for example, [1]). Thus, typically, the consonants
which are isolated are frequently moved into positions which are vacant in the
more general pattern. For example, Fe?e? has no voiceless velar fricative
[x]. It does, however, have a glottal fricative [h], which we can conveniently :
move into the velar slot to complete the series. Other rearrangements can by B
effected to yield the following phonetic chart: S

k

:In vowel systems with the four vowels [i, u, o, a/, the chart is usually presented
‘as :
i u
o
a

rather than

*‘even though fa/ is lower in vowel height than o/ and is not necessarily a

Afront vowel. In this case, however, the symmetric vowel chart captures the
_the fact that in such languages there is phonologically only a two-way vowel
height contrast and a two-way front/backness contrast. But to be consistent,
three-vowel systems should be written as in a.or b:

g B <™ow
- I B~
N ey NG < O
ot I OR

Other movements are the following: since the glides [w] and [y] are made a
a different point of articulation from {1}, the two series are collapsed; sinct
there is no back glide, the glottal stop has been moved into that position
Notice that the bottom row contains segments which Chomsky and Hall
(1968) regard as [+son], though the case for treating a glottal stop as
sonorant is weak. While the consonant system has been made to look sym:
metric, this has been at the expense of calling some phonetic segment
something they are not—for example, [ ?] is not a sonorant, [h] is not velar
While by Sapir, who viewed phonemic structure as points in a pattern, suc

aiwu. . biu
a . a
Such diagrams represent the two possibilities for the phonological patterning
of fif, /u/, Ja/: in a fu/ and /a/ pattern together, as opposed to /i/, since
; they are both [+back]; in b /i/ and /a/ pattern together, since they' are
‘both [ —round]. In the first language we should expect fu/ and /a/ to function

‘ together. in phonological rules, while in the second language we should
-expect i/ and fa/ to function together.
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One of the most frequent references to pattern congruity in phonemj
analysis concerns the question of whether something should be analyzed
_one phoneme or two. For instance, in a language with an aspiration contras
such as Thai, one might ask whether the contrast should be representeda;
[p/ vs. [p"/ or as [p/ vs. [ph/. In the case of palatalization, one might wonde
whether to set up a series of palatalized consonants (for example, /p*/) or
two-phoneme sequence of consonant followed by [y/ (for example, /py/).
Such questions can frequently not be answered by the phonetics alone, bu
only by referring to the overall pattern of the language—in particular, th
general canonical shape of syllables. In Igbo, for instance, syllables generall
consist of a single consonant followed by a single vowel (that is, CV). Th
major exception to this pattern is the presence of labialized velars, which
could possibly be analyzed as /kw/, /gw/, and /gw/. However, if they were to.
be analyzed as /k*/, /g"/, and /9", that is, as single consonants with a secon-
dary articulation, then they would not violate the syllable structure of the
language. If, on the other hand, we were to accept the two-phoneme analysis,
then the system would be broken, and we would have no explanation of why
jw/ only occurs after /k/, /g/, and /n/. In the one-phoneme solution we simply
say that the language has labialized velars, and, since labialized velars are
much more frequent and expected in languages than labialized labials or
labialized dentals, no further statement is required. ' :
Another consideration in deciding whether to derive a given phone or
phones from one or two phonemes is whether the individual components
are found in isolation in the language. For instance, we could not analyze
aspirated stops as /ph/, /th/, and /kh/ in a language where /h/ does not appear
alone. Similarly, the phonological representations /py/ and [pw/ would be
avoided in languages that do not exhibit /y/ and /w/ functioning as in-
dependent consonants. This consideration is an extension of what is known
in European phonology as the commutation test (Fischer-Jorgensen, 1956;
Martinet, 1960:73). From a minimal pair such as lamp and ramp in English
we conclude that there is a distinctive contrast between the two phonemes
/1 and /r/. Now, from a minimal pair such as ramp and cramp, we conclude
that there is a distinctive contrast between @ and /k/, and that cramp mus
therefore be analyzed as having an initial consonant cluster, rather than a
single initial consonant. Finally, the minimal pair ramp and amp shows tha
ramp must be analyzed as having four phonological units, since [r/ contrast
with @ (compare camp and amp). Martinet (1960:74) applies this test to th
English ch sound. The question is whether this should be analyzed as /¢
or /t§/, that is, as one phoneme or two. He points out that English has no
only the word chip [t81p], but also the word ship [3ip]. From this oppositio
of ¢:5 (where ¢ = 1§ phonetically), we conclude that the [t] of [t8ip] con:
trasts with @. From the opposition between chip and tip [tip], we conclud

that the [] of [t8ip] contrasts with . Therefore, chip should be analyzed
- this criterion as /t§1p/. On the other hand, since Spanish has this alveo-
"palatal aﬁ”rif:at; (for example, mucho ‘very’) but does not- have the ‘corre-
sponding fricative [§]; mucho must be analyzed as ymuco/.

" While the commutation test yields these results, Martinet rightly rejects
the two phoneme /t§/ for English. He again appeals to the notion of pattern
‘congruity. He points out that this [t§] sound must be analyzed exactly as the
corresponding voiced j [dZ] in English. Now, while there is a word gyp
[dzip] and a word dip [dip], there is no word *[Zip] in the language. In
other words, [Z] must always be preceded by [d] when it occurs at the be-
ginning of a word. Since this is the case, {dZ] must be analyzed as one
phonological unit, that is, as /j/. And since Martinet wants to analyze the
" ¢hsound in like fashion, he argues that the first argument from commautation

should be given up in favor of the pattern, and so we recognize underlying

[¢]. (For more on the question of one vs. two phonemes, see 4.4.1.)

~ This, of course, points out the arbitrariness of this criterion, since it is

; possible that each of two conflicting analyses breaks the pattern in a different

way. One wonders, for example, why /j/ should not be reanalyzed as /dZ/, on

analogy with /t§/, and not vice-versa. Notice, finally, that patterns change

“through time. The Grebo language (Innes, 1966) generally exhibits a CVCV

~pattern, but it has begun to syncopate vowels in fast speech (for example,

[fodo/ ‘emptiness’ becomes [flo] in rapid speech), such that there are now

syllables of the form CLV. With time we can expect the CLV forms to take

~precedence over and eventually drive out the CVCV forms. In fact, there are

- some forms, mostly borrowed, which only exist in their CLV form, for

example, [fli] “flea.” Thus, whenever an argument is-made for conforming to

- a pattern, for example, CVCV, we have to be sure that the language is not 'on

‘the way to establishing another pattern. It may be that the old patiern is'no

_ longer the criterion for congruity.

3.4.4 Plausibility

A fourth criterion that is-often invoked is plausibility. Given two
- possible solutions, is there one which in some sense is: more plausible (or
* “natural”—see Chapter 5)? Consider, for example, a langhage which has
the following phonetic sequences (Nupe comes close, although it also has

[aD: |
§i su k

o ¥e 50

sa

The alveopalatal fricative [§] is found before [i] and [e] and the alveolar
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fricative [s] before [u], [o], and [a]. Thus, we have a classic case of com:
plementary distribution. There are two  possible solutions. First, we ca
recognize underlying /si, se, su, so, sa/ and posit a rule such as

- ()

which converts /si/ and [se/ to [§i] and [3e], respectively. Or we can recogmze ’

underlying /8i, Se, $u, 3o, $a/ and posit a rule such as

u
to>s/_{o
a

which converts [3u/, [$o/, and [Sa/ to [su], [so], and [sa], respectively
The first solution is plausible, while the second solution is implausible

Recognizing only /s/ is plausible, because the rule which derives [§] before
fi/ and /ef is a natural assimilation rule. That is, when /sif becomes [§i},
the alveolar /s/ assimilates to the frontness (or palatality) of /i/. Similarly, -
when /se/ becomes [$e] the same assimilatory process is observed. On the -
other hand, if we start with underlying /¥/, the rule which is required to
derive [s] before fu/, [o/,.and /a/ is not a natural assimilation rule. While
the process of a palatal consonant becoming nonpalatal before a nonpalatal -
vowel would appear to be assimilatory in nature, the question is why /§/
should become more fronted (that is, to [s]) rather than backed (to, say, [x]) .

before the back vowels in question. Thus, this rule seems to be unmotivated
from a phonetic point of view.

Rule plausibility usually refers to phonetic naturalness. Certain phonolog1ca1 .
rules are found to occur frequently in languages, and the reason for. this |
frequency is the fact that segments tend to assimilate to neighboring segments; -
and they do so in fairly predictable ways (see Schachter, 1969; Schane, 1972).

The notion which is uvsually brought forth to explain these phenomena i

ease of articulation. 1t is claimed to be easier to pronounce [3i] than [si], |

since in the first case both segments agree in palatality.
What this means is that plausible phonological rules are usually uni

directional. Thus, one can use this criterion in phonological analysis and
try to establish an inventory of underlying segments from which the surface
segments can be derived by plausible rules. This criterion, like the other-
criteria, is subject to other considerations. In particular, some languages do’
have implausible or “crazy” rules (Bach and Harms, 1972). As discussed in
5.2.3, the most phonetically natural rule is not necessarily the most simple
rule. However, as a general principle, plausibility or rule naturalness is an:

important criterion in conducting phonological analyses.

PHONOIOGICAL
NLCTTY

| '4;‘.1‘ Simplicity, Economy,' and Generality

: ‘/ In 3.4.2, the notion of economy was said to be one of the criteria
often used as a guide in phonemic analysis. A solution with fewer phonemes
is judged more economical than a solution recognizing more phonemes.

- Similarly, we might say that a solution using fewer rules is more economical
. than a solution requiring more rules, and so on. Economy, then, is a quanti-
- tative measure by which a given solution can be evaluated as requiring fewer
- or more mechanisms (phonemes, rules, conventions, etc.) than another
~ solution. This notion is characteristic of phonemic approaches to phonology,

‘and, as we shall see, has its application in the history of generatwe phonology

as well,
While one mlght be tempted to view a solution recognizing fewer pho-

-~ nemes as “‘simpler” than a solution recognizing more phonemes, there is

another view which equates simplicity with generality. In terms of the

4phonem1c inventory, the following argument ‘might be made:

S1 Sz
14 u i i u
e 1] e g (V]
€ f+J g ® 2

a a
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fricative [s] before [u], [o], and [a]. Thus, we have a classic case of cony
plementary distribution. There are two possible solutions. First, we cas
recognize underlying /si, se, su, so, sa/ and posit a rule such as

sqs/_{i}

which converts /si/ and /se/ to [§i] and [$e], respectively. Or we can recognize
underlying /8, Se, 3u, 3o, $a/ and posit a rule such as

u
§-—>s/_{o}
a

which converts /Su/, [So/, and [$a/ to [sul, [so], and [sa], respectively
The first solution is plausible, while the second solution is implausible,.
Recognizing only /s/ is plausible, because the rule which derives [§] before
fif and Je/ is a natural assimilation rule. That is, when /si/ becomes [$i],
the alveolar: /s/ assimilates to the frontness (or palatality) of fi/. Similarly,
when /se/ becomes [$e] the same assimilatory process is observed. On the -
other hand, if we start with underlying /§/, the rule which is required to
derive [s] before fu/, [of, and /a/ is not a natural assimilation rule. While -
the process of a palatal consonant becoming nonpalatal before a nonpalatal -
vowel would appear to be assimilatory in mature, the question is why /[§/
should become more fronted (that is, to [s]) rather than backed (to, say, [x]
before the back vowels in question. Thus, this rule seems to be unmotlvated :
from a phonetic point of view. :

Rule plausibility usually refers to phonetic naturalness. Certain phonologxca ;
rules are found to occur frequently in languages, and the reason for this
frequency is the fact that segments tend to assimilate to neighboring segments;:
and they do so in fairly predictable ways (see Schachter, 1969; Schane, 1972)
The notion which is usually brought forth to explain these phenomena is
ease of articulation. It is claimed to be easier to pronounce [3i] than [si],
since in the first case both segments agree in palatality. ‘

What this means is that plausible phonological rules are usually unis:
directional. Thus, one can use this criterion in phonological analysis and:
try to establish an inventory -of underlying segments from which the surface’
segments can be derived by plausible rules. This criterion, like the other:
criteria, is subject to other considerations. In particular, some languages do:.
have implausible or “crazy” rules (Bach and Harms, 1972). As discussed in:-
5.2.3, the most phonetically natural rule is not necessarily the most simple -

PHONOIOGICAL
GNVPLICITY

4.1 Simplicity, Economy, and Generality

-In 3.4.2, the notion of economy was said to be one of the criteria
often used as a guide in phonemic analysis. A solution with fewer phonemes
is judged more economical than a solution recognizing more phonemes.
Similarly, we might say that a solution using fewer rules is more economical
than a solution requiring more rules, and so on. Economy, then, is a quanti-
tative measure by which a given solution can be evaluated as requiring fewer
- or more mechanisms (phonemes, rules, conventions, etc.) than another
solution. This notion is characteristic of phonemic approaches to phonology,
and, as we shall see, has its apphcatxon in the history of generative phonology
as well.

- ‘While one might be tempted to view a solution recognizing fewer pho-
“nemes as “s1mp1er” than a solution recognizing more phonemes, there is
another view which equates simplicity with generality. In terms of the
phonemic inventory, the following argument might be made:

. op s . © 8y S
rule. However, as a general principle, plausibility or rule naturalness is an : 2
important criterion in conducting phonological analyses. ' 1 u i i u
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The vowel system of S, is more economical, because it involves fewer VOW} Ing/ in words such as. sing [s19] and long [lon] permits a great economy,
phonemes. The vowel system of S,, on the other hand, is more. genera] since We do not need an /n/ phoneme, and since we can now equate /ng/
because it makes greater or more general use of the distinctive features o with /mb/ and /nd/ and achieve greater generality there. But two com-
vowels. Looked at a little differently, S, will require a phonological con pﬁcatiOnS arise as a result. First, a hole in the pattern is created, as in S,
straint to the effect that the only front rounded vowel is /ii/; S, will contain . aﬁoV& since a phonological constraint will be necessary to rule out the possi-
no such constraint, since the front rounded series /ii, o, e/ is exactly paralle ‘pility of combining the consonant features [ +nasal] and [+back] in
to the front unrounded series /i, e, &/ and the back rounded series /u, 0,9 _ English. And second, although they turn out to be well-motivated, rules will
Numerous examples of this sort can be found. For example, compare th ~ pe required to convert underlying /ng/ to [ 5] in the appropriate environments.
consonant systems of the following two hypothetical solutions of the sam s '

1 : : ‘
anguage 4.1.2 The Simplicity Metric

Ss Sa 8 While notions .of economy and simplicity have always been implicit
p t k p t k in linguistic analysis, the concept of simplicity has gained theoretical
b d g b d g L signiﬁcance within the framework of generative grammar (in this case,
m n m n g . generative phonology). In Chapter 3, reference was made to the levels

of adequacy explicitly differentiated by Chomsky and other generative
gfammarians. Observational adequacy is said to be achieved by a grammar
- «if it correctly describes the data on which it is based and nothing more—
‘;if, in other words, it gives a compact one-one organization of this data”
,(Chvomsky and Halle, 1965:458). If, on the other hand, the grammar achieves
the higher goal of capturing the “tacit knowledge” of native speakers, it is
- said to reach the level of descriptive adequacy. In other words, such a gram-
" 'mar is said to be psychologically real. In phonology, as in other areas of
‘linguistics, our goal is to write grammars which are psychologically real.
“1In order to do so, our theory of phonology must be developed in such a way
that when alternative solutions to a problem are proposed, it leads us to
" “choose the one solution which captures the native competence of speakers.
In other words, an evaluation procedure is necessary to judge the relative
- merits of alternative proposals in analyzing a given language. ;
. In the early period of generative theory, an approach similar to Occam’s
Razor was outlined. Thus Chomsky (1962:223) wrote: “we must apparently
- do what any scientist does when faced with the task of constructing a theory
" to account for a particular subject-matter—namely try various ways and
- choose the simplest that can be found.” However, in order to do this, it
is necessary to have a good idea of what simplicity is, or of what makes one
~solution simpler than another.- As we have already seen, simplicity in one
part of the phonology may lead to complexity in another part. Thus the
notion of simplicity. must be refined and formalized if it is to be: of any use
1in phonological analysis. ;

~“Simplicity is a technical term defined by the theory, and not a loosely
conceptualized intuitive notion. Originally -Chomsky (1955) stated that

9

“simplicity correlates with ‘maximal degree of generalization’.” Linguistic

In terms of the number of consonant phonemes, S, is more economical tha
S,, since it lacks an /y/ phoneme. However, in terms of generality, Sy
simpler than S,, since it makes greater use of the place of articulatio
features. When applied to phonemic inventories, generality can usnally b
equated with the notion of pattern congruity discussed in Chapter 3.

Since the more economical phonological systems, that is, those lackin
phonemes, often require phonological constraints, they are uneconomica
this particular sense. S; requires a constraint which forbids the featur
combination [ —high, —back, +round, V] (that is, /o/ and-/ce/), and §
requires a constraint forbidding the feature combination [-f-nasal, + back, C
(that is, /g/). Since 8; and S, do not require any such constraints,  the
are in this sense more economical.

4.1.1 Lexical Simplicity vs. Rule Simplicity

This contrast points out a crucial problem in the assessment of phono-
logical economy/simplicity: an economy in one part of the phonology may
create a complexity in another part of the phonology. This means that in"
order to arrive at some judgment as to the simplicity of an analysis, it is-
necessary to take into consideration the whole analysis, and not just the
inventory of phonemic segments, for instance. .

Nowhere is this fact more blatantly clear than in the relationship between
simplicity in the lexicon (or phonological level, since lexical items are entered
in their phonological form) and simplicity in the phonological rules, which
convert the lexical (that is, phonological) representations into phonetic ones.
Let us, for example, return to the /ng/ solution, which was argued for (see.
3.3.1) in preference to an /y/ phoneme in English. First, it is clear that positing
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theory therefore provides a simplicity metric which will automatically assign orocedure,” and the proposed criterion is simplicity. It is hypothesized that
simplicity coefficients to alternate solutions so that the correct solution +he child, upon exposure to a given language, will construct the simplest
is chosen. In this way the theory reaches the level of explanatory adequacy, mmar of that language compatible with the data. It is for this reason that
that is, it motivates the choice of the best grammar from all the descriptively 50 much attention has been paid to simplicity and the simplicity metric.

adequate grammars. In later writings this simplicity metric becomes th - Of course, if linguistic theory becomes sufficiently developed so that the
second part of a “two-pronged attack™: : éonstraints placed on it are strong enough to pick out the right grammar for
any language, such -an evaluation procedure may.not be necessary. While
there is much disagreement today among linguists over the merits or useful-
pess of a simplicity metric (especially as developed so far—see below), most
]gnguists seem to work under the assumption that such a metric is a necessary

part of the metatheory.

Suppose that we are concerned to develop a linguistic theory that meets the
level of explanatory adequacy. It seems that a two-pronged attack on this problem
offers some hope of success. In the first place, we attempt to enrich the structure
of linguistic theory so as to restrict the class of grammars compatible with the =
data given—in other words, we attempt to make the strongest legitimate universal
claim about the structure of language. Second, we attempt to construct an
evaluation procedure for selecting one among the various grammars permitted
by the proposed linguistic theory and compatible with the given data. (Chomsky
and Halle, 1965:106-107) ; R
4.2 Feature Counting

In singling out simplicity as an evaluation procedure, the claim is made that
phonologies which are maximally simple (as defined by the theory) are
preferred by speakers, or are perhaps more easily learned by children. For. -
as Chomsky (1960) makes clear, linguistic theory is designed “to exhibit the
built-in data organizing capacities of the child which lead him to develop the
specific linguistic competence characterized in a fully explicit grammar.”
Thus, every claim about the nature of simplicity is necessarily a claim about
the nature of one’s innate language faculty. 4

The ability of children to construct a grammar of their language upon
exposure to it has been schematized by Chomsky as follows:

_ In phonology, simplicity has been equated with the number of
features required to capture a phonological generalization. The fewer
~“features required, the simpler (or more highly valued) the phonology. The
‘concept of such an evaluation metric is possible only if we assume that
phonological descriptions should be made in terms of (distinctive) features
and not in terms of indivisible segments (for example, phonemes). The first
~ statements concerning the simplicity metric dwell on this point. Thus, Halle
(1962:381-382) mentions two rules similar to R, and R, given below:

Rl: Rz:

Corpus — LAD -+ Grammar

i p
k= &/ {e k=& .(r
® : a

On the basis of a corpus of raw data and guided by the innate constraints
on language (as represented by the LAD, that is, language acquisition device),
the child constructs a grammar. Since we do not at present have great insight -
into how children discover this grammar, the possibility of developing a
“discovery procedure” was deemed too ambitious a project by Chomsky.
Instead as seen in the following schema,

In terms of segments, each rule is stated with five symbols. But, as Halle
points out, a rule such as R, is considerably more highly valued ina phonology
than a rule such as R,. Using indivisible units such as /k/, /i/, /p/, [t/ does
not reveal the fact that a phonological procss can be conditioned by the

G, - - front vowels /i, e, &/, but not by the voiceless stop /p/, the liquid /r/, and the
G, o EM : gl or low back vowel /af functioning 45 a single class. ) . ‘ ‘
Corpus — 2 “-Halle notes that if these rules are translated into distinctive features, then

the simplicity of R, is revealed, as compared to the complexity of R;:

R;: k—»é/__[tall]

an evaluation metric (EM) is proposed which, on receiving input from two
grammars (two solutions) and the corpus upon which the grammars are based,
will tell us which of the two is preferred. This, then, is termed an “evaluation
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- 5
+cons ]
+ant
—cor
—~voice
| —cont ]

[ +cons ]
+son
k->&)__ ¢ +ant L
~+-cor

| +trill

R,;:

[ +syll
+back
+low
| —round ]

J

In R,, the environment /i, e, &/ is expressible in terms of the feature specifi.
cations [ +syllabic] and [—back], that is, two features. In R,, however,
when one attempts to express the environment /p, r, a/ in terms of features
the result is a disjunction involving fourteen feature specifications. A simpl
formulation is achieved in the first case, but an astounding complexity
found in the second case. This is what is desired. Thus, simplicity can bg
quantified by counting features, and only a theory which requires tha
segments are composites of features will differentiate between real an
spurious generalizations.

What this procedure reveals is that certain segments constitute natura
classes, whereas others do not. Thus, /i/, fe/, and /&/ constitute a natural
class expressible as [ +syll, —back]. Halle states that two (or more) segment,
constitute a natural class when they can be specified by fewer features than any
one member of the class. Thus, i/ is specified as [+syll, +high, —back
(three features), [e/ is specified as [+syll, —high, —low, —back] (fou
features), and [/ is specified as [+syll, +low, —back] (three features)
In each case, at least one more feature is required to specify any one membe;
of the class than the class as a whole.

4.2.1 Feature Counting in the Lexicon

There are two places where features have been counted to assess
simplicity of a phonological system: the lexicon (lexical or phonologica
representation, that is, underlying forms) and the phonological rules. As w
saw in Chapter 1, there are numerous phonological constraints characterizin,
any language. Thus, there are often redundancies created in the phonologica
representations by constraints on sequences of phonemes. Examples of suc!
sequential constraints in English are: (1) if a word-initial segment is an affri
cate, that is, either /&/ or /j/, then the following segment must be a vowel
(2) if the second of two word-initial consonants is a stop (oral or nasal), the
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the first consonant is /s/. Both of these sequential constraints are language-
necific, since there are languages which violate them. Thus, the word /d®rd/

- ‘fto sell’ in Ewe breaks the first sequential constraint since the affricate Jd7
~is followed by something other than a vowel. Similarly, Gwari breaks the
~gecond sequential constraint by allowing a variety of /CNV/ sequences, for

example, /bmad/ ‘to break,’ /dnd/ ‘to be in.” There are, however, universal
sequential constraints which characterize all languages. One possible universal

 constraint is suggested by Gwari. While Gwari has an implosive /B/ phoneme,

for example, /Ba/ ‘to beg,” there are no instances of /6mV/ in the language
(see Hyman, 1972a:187). This is presumably because of the phonetic com-

: plexity which would be involved in pronouncing an egressive nasal consonant

_after an ingressive implosive (at least in the same syllable).! While some
linguists have spoken of “nasally released implosives” (for example, William-
son, 1973:117), reported phonetic transcriptions such as [bma] probably

 represent something other than implosion.

4.2.1.1 Morpheme Structure Rules (MSRs) Because of sequential

: constraints, certain features of one segment can be predicted on the basis of

certain features of another segment. That is, certain feature specifications are

‘. rendered redundant by sequential constraints. According to the theory of

-morpheme structure rules proposed by Halle (1959:30ff), redundant feature
specifications are to be left blank in the underlying representations of mor-
phemes. Consider the word chat [Eet], which has the following phonetic
feature specifications: -

(&) [=] [tl
[ +cons 7} [ —cons. ] ~ +cons ]
—syll +syll —syll
—~S0n +son —son
+high ~high ~high
—back —back —~back
=low +low —low
~ant —ant +ant
“1" 4 cor —cor +cor
—vyoice + voice —Voice
-=~cont +cont —cont
—nasal ~nasal ~—nasal
+strid —strid —strid
+delrel +del rel ~del rel
| —round_|] | —round | | —round |

¥ Sequences of C + N in Gwari can be referred to as single nasally released consonants,

i€, CN. As argued in Hyman (1972a), a nasally released implosive may be phonetically

impossible, since what is involved in the production of an implosive is the rarefaction or

.- lowering of the air pressure inside the mouth by a downward movement of the whole glottis.
If the air pressure is lower within the mouth, it should not be possible for air to be released

through the nose.
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On the basis of the first sequential constraint given above, it can be predxct
that any segment following a [ cont, +del rel] segment (that is, an affricaj
will be a vowel. Thus, the major category features for vowels, that is, [ ~co

+syll, +son], are predictable and are therefore left blank in the underlying
form of chat. Formally, the unspecified features are entered with zeros, that

is, [0 cons, 0 syll, 0 son], which are filled in with pluses and minuses by
morpheme structure rule such as the following:

0 cons -~ Ccons —cont
Osyll | - ]+syll |/ + [ +del rel} .
0 son +-son

However, the distinctive feature matrix obtained after specifying the
redundant vowel features as [0 cons, 0 syll, 0 son] is still full of redundancies,
In addition to sequential constraints of the type just discussed, languages aré
characterized by extensive segmental constraints. It has been seen that the
feature specifications [ —cons, +syll, +son] of /&/ are redundant as g
result of the [ —cont, +del rel] specifications of /&/. In addition, the specifi-
cations [ —cont, +del rel] allow us to predict all of the remaining features
of [&/ except [ —voice]. Since there are only two affricates in English, namely
/€] and [j/, we know a lot about a segment once we know that it is an affricate,
(Needless to say, the same does not apply to .a language having other

affricates in addition to /& and /j/, for example, /p%/, /t*/, /k*/.) We can pred

that it is [+cons, —syll, —son] (that is, an obstruent); that it is [+higﬁ
-—back, —low, —ant, +cor, —round] (that is, an unrounded alveopalatal);
that it is [ —nasal] (that is, oral); and that it is [ + strident] (as opposed to the

[ —strident] affricate [t*]). Thus, in phonological representations, such fea

tures are left unspecified (via zeros) and are filled in by segmental morpheme

structure rules such as the following:

[0cons | [ +cons 7]
0 syll —syll
0 son —son
0 high +high
0 back —~back
0 low ~—low
0 ant — ! —ant
0 cor +cor
~cont -—cont
0 nasal —nasal
0 strid +strid
+delrel 4-delrel
| 0 round | - round A

Only the [ - vmce] of /& is not predlctable since the phoneme /j/ also satisfie
the segmental constraints of English.
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‘While this segmental morpheme structure rule is designed to capture a
undancy in the segmental inventory of English phonemes; at least two
iversal redundancies have been confused with the language-specxﬁc
—sdundancies. First, affricates are automatically [—mnasal], since it is
phonetically impossible to_have a nasal affricate.? Thus, this part of the
‘rsdundancy found in English is not a property of English, buf rather a
property of universal phonetics, and should be stated as such. The following
segmental constraint on feature combinations is therefore universal:

—cont
#del rel| = [—nasal]
0 nasal

A second universal segmental constraint concerns the features High and

| Low. According to these features a segment cannot be [ +high, 4low], since

it is impossible for the tongue to be both raised and lowered simultaneously
from the neutral position.> Thus, two universal segmental morpheme

structure rules are required:

79 - i

0 low

- Johigh e
[+low] - [~high]

: Smce &/ is [ +high], it is automatically [ —low].

~We can continue to remove the redundant feature specifications from the

- underlying representation of chat. Concerning the vowel /&/, we can predict

[ —high] from the [ +low] specification, as just seen, as well as the feature

- specifications [ —ant, —cor, +voice, +cont, —nasal, —strid, +del rel]. All

vowels are universally [—ant, +cont, —strid, +del rel]. In addition, all

- underlying vowels in English are [ —cor] (since there are no underlying
[ +cor] retroflex vowels), [ +voice] (since there are no underlying voiceless

vowels), and [—nasal] (since there are no underlying nasalized vowels).
Finally, [/ is redundantly [ —round], since all [ —back] vowels in English

- are unrounded, that is, there is no /ce/.

‘Turning to the [t/ of chat, a number of features are redundant here too
The feature specifications [+ant, +cor] tell us that we have an alveolar

. consonant. The feature specification [ —voice] is necessary to distinguish /t/
- from /d/, and the feature specification [ —cont] is necessary to distinguish

it from /8/ or /s/. All of the remaining features can be predicted from the

2 A nasal affricate (i.c., nasal stop followed by a fricative release) is impossible because of

the difficulty of building up oral pressure if the nasal passage allows a steady release of air.
2 In some recent work, however, Krohn (1972a,b) has suggested that such contradictory

. feature specifications - as [+low, +high] be “sequenced” within a segment as in the
diphthong /a'/, pronounced [a1}. .
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redundancies of English. The feature specifications [ +cons] and [ —del ref]
are predictable from the [+ant] specification, since only obstruents and
liquids can be [ +ant] in English, and since the only affricates ([ 4 del rel])
in English are alveopalatals ([—ant]). The features [ —syll, —son, —nasal]
are predictable from the [ —voice] specification, while the features [ —high;
—back, —low] are all predictable from the [+ant, +cor] specifications,
Finally, the [—strid] is redundant, since the segment is neither [+ cont]
(for example, like /s/) nor [+delrel] (for example, like /&/). Thus, the
complete redundancy-free underlying phonological matrix for the word chat
is as given below:

example, the feature specification [+low] automatically narrows us down
,ﬁ,' the phonemes /z/, a/, and /b/ in English. On the other hand, the feature
specification [ +cont] includes voiced and voiceless fricatives, liquids, glides,
 and vowels. The feature specification [ —syll] is even more inclusive.

- Thus, in assessing the redundancies and presenting them in the framework
- of morpheme structure rules, it is often necessary to look for those feature
SPeciﬁcations from which the greatest number of other specifications can-be
,p;edicted. In assessing the simplicity in the underlying forms, only pluses
and minuses are counted; zeros do not count. Thus, according to the evaluation
~metric, the more zeros in the phonological representations, the more highly
valued the solution. In English, the word chat has a complexity of 9. In a-

el l2] ftf language where a corresponding word chlat were possible, the word chat

- 0cons ] [~ 0 cons ] 0 cons ] " would-have a much greater complexity, since so many- of the feature specifi-

0 syll 0 syll 0 syll cations of /&/ are predicted on the basis of the fact that only a vowel can

0 son 0 son 0 son follow word-initial /&/ and /j/ in English. Similarly, in a language permitting

0 high 0 high 0 high other affricates (for example, /p'/, /t*)), /éat/ would be more complex (‘“‘cost

0 back —back 0 back more™), because so many of the feature savings in the above analysis depend

0 low +low 0 low ‘on‘the absence of a full series of affricate consonants in English. Thus, by

322; 222; iiﬁ * factoring out all of the redundancies from lexical entries, only the idio-

—voice 0 voice —voice syncratic (or unpredictable) features vgill h.av.e to. bc? speciﬁed——and c_:out}ted

—cont 0 cont — cont by the evaluation metric. In this way linguistically significant generalizations

0 nasal 0 nasal 0 nasal - ‘are captured by formulating morpheme structure rules which fill in blank
0 strid 0 strid 0 strid - (or zero) feature specifications. ' ; :

+delrel 0 del rel 0 del rel A problem sometimes arising within this framework occurs when a feature

| 0 round | |0 round _ | 0 round | ~ specification [+F] can be predicted on the basis of a feature specification

~ [+G], and vice-versa. Should [+F] be entered phonologically as [0 F],
- and be predicted on the basis of [ +G], or should [+ G} be entered phono-
~logically as [0 G] and be predicted on the basis of [+F]? An example of
‘this arises whenever a language has the typical five-vowel systemi:

4.2.1.2 Morpheme Structure Conditions (MSCs) As pointed out by
Stanley (1967) and others, there are a number of problems inherent in this
approach to phonological redundancy. This is particularly evident in the
above analysis of the redundant feature specifications in the jt/ of /Cat/.
It turns out that some feature specifications predict more redundancies than
others. For example, knowing that a segment is [ — voice] automatically tells
us that it is a voiceless obstruént in English, since there are no voiceless liquids,
glides, nasals, or vowels in the language. (We are considering /h/ to be a
fricative). Since this is the case, the [ —voice] specification automatically
predicts [ —syll, —son, —nas], that is, three features. However, the opposité
specification, that is, [+ voice], does not tell us anything about the re-

There is a redundancy with respect to the features Back and Round. Both
features are predictable in the /a/ case:

0 back '
dundancies in the segment, since the segment can be either [—syll] or tlow | - [+back ]
[ +syll], [—son] or [+son], and [ —nas] or [ +nas]. Thus, one value of a 0 round ~round
given feature often carries more information than the opposite value (se¢ vV

51.1).
In addition, the specification of one feature within a segment frequently

That is, since /a/ is the only [ +low] vowel in the language, it is possible to
carries. more information than the specification of another feature.” For

~predict both the [+back] and the [ —round] specifications that make up
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;oéﬁditions: if-then conditions, - positive conditions, and -negative .conditions.
Aﬂ example of an if-then condition can be found in the above language with
thé vowel system /i, e, u, 0, a/, and is stated as follows:

this vowel. In the [ —low] vowels, it is not as straightforward. In the case o
nonlow vowels, we have only two possibilities: front unrounded (that is
[ —back, —round]) and back rounded (that is, [+back, +round]). Ther
are no front rounded vowels (for example, /ii/) and no back unrounded

vowels (for example, /u1/) among the nonlow vowels. The question is, shoul i : [-low]
we predict the frontness/backness on the basis of the roundedness/un.. : : ?{
roundedness, or should we predict the roundedness/unroundedness on the - ;  back
basis of the frontness/backness? We clearly cannof start with [0 back, —low, Then : [a round]

o round], that is, with both features unspecified, since we would have no
way of distinguishing [ —back, —round] from [ +back, +round] in under-_
lying forms. : ;

While phonologists have sometimes asserted that it is possible to determine-
which feature is dominant or more basic, it is sometimes impossible to
provide evidence for choosing one feature over the other. In fact, it is entirely
possible that neither feature determines the other, but rather that the two-
features determine each other. That is, the true generalization may be that the
two features agree with one another, and not that one feature is distinctive .
and the other redundant. Such a notion of agreement of features is difficult:
to express within the framework of blank-filling morpheme structure rules. -

For this and other reasons (mostly formal difficulties associated with:
MSRs), Stanley (1967) proposed that MSRs be replaced with morpheme -
structure . conditions (MSCs). Stanley pointed out that the blank-filling:
morpheme structure rules are different from phonological rules in that only .

This example of a segmental MSC says that if a vowel is [ —low] (in this case, -
‘anything but /a/), then the features Back and Round agree. This agrecmept
is captured by means of the alpha variable notation. Ifa =+, then we obtain
[ +back, +round]; if & = —, then we obtain [ —back, —round]. Nothing
is said about whether one feature is predictable on the basis of .the other.
Iﬁstead, only the agreement (and not the exact content for any given mor-
Y pheme) is revealed. This generalization, then, is said to capture a regularity
~in the underlying forms of this language. o ;

Examples of sequential if-then MSCs were given in Chapter 1. Consider
now the example from English stop + /l/ combinations. English allows
initial /pl/, /bl/, /kl/, and /gl/, but does not allow. */tl/ and */d}/ (for e}_(ample, :
play and clay, but not *tlay). A sequential if-then MSC can be written as
follows:

the latter are capable of changing features, deleting and adding segments, —cont
etc., while the former only express redundancies on the phonological level.. If - ## [ C ] !
In other words, MSRs are basically static in that they do not convert one §

level of representation into another, but rather simply enumerate the details ‘Then " : [—cor]

of the phonological representation. Quite to the contrary, phonological rules
convert phonological representations into phonetic ones.

Thus, a crucial distinction was drawn between a constraint on a given
level of representation (for example, phonological or phonetic) and a rule
converting one level of representation into another level. Morpheme structure
conditions were designed to capture the redundancies of the underlying
phonological level, but without the notion of blank-filling. Instead, blanks in
the underlying matrices were prohibited, thereby making it impossible to.
have “archiphonemes,” that is, incompletely specified segments (see 3.2.2).
While many phonologists still argue for archiphonemes (especially grammat-
ical morphemes such as the incompletely specified /N/ aspect marker in Akan
[Schachter and Fromkin, 1968] or the “floating” high tone /’/ associative
marker in Igbo [Voorhoeve, Meeussen and de Blois, 1969; Welmers, 1970;.
Hyman, 1974]), virtually all generative phonologists have given up MSRs
for MSCs,

Stanley (1967:426-428) enumerates three kinds of morpheme structure

If a word-initial noncontinuant is followed by /I/, then it must be either
" labial or velar—and not alveolar.

" Positive MSCs are used to capture the canonical shapes of underlying
forms. As is explicit in the term “morpheme structure condition,” this means
the canonical shapes of morphemes. However, since grammatical morphemes
(for example, noun prefixes, tense/aspect markers, inflectional markers),
which are frequently affixes, often do not show the same phonological shape
as lexical morphemes (for example, nouns, verbs, adjectives), it is clear that
these regularities refer to so-called “content,” as opposed to *“function,”
words. The basic assumption in generative phonology has been that the
'lexicon consists of morphemes which by rules are combined into words.
Positive MSCs have been used to capture the phonological shape of mor-
phemes, rather than the derived shape of words. In a model of generative
phonology recognizing the word as the structural unit of the lexicon, it
‘would be quite consistent to distinguish between phonological and phonetic
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word structure conditions, as opposed to morpheme - structure conditio
(see 6.1.2.1). An example of a positive MSC is the following from Igbo

+CH»WV+

L heme structure condition be judged by the maximum numberjof featul:e
n~1"orj,}i‘;:atiohs that could theoretically be removed from an underlying matrix
nd predicted by an MSC. Thus, while the shift from MSRs to MSCs has
: "a'ctually been accompanied by a shift away fro.m addmg. uplpomts-gll under-
Each (lexical) morpheme in Igbo consists of an initial consonant, an option lying representations, the same procedure is still theoretecal Y possible.
/y/;and a vowel, for example, /ba/ ‘enter,’ /byd/ ‘come.’ With few exception e ‘
morphemes are monosyllabic in Igbo, and the above formula captures
basic underlying generalization characterizing the language. The abo
positive condition is definitely a morpheme structure condition (that is;
condition on morphemes), since words can be longer than one syllable (an
almost always are). Thus, since nouns are typically VCV, we therefo
need a word structure condition on nouns of the following kind:

## VCQy) V##

noun

4.2.2 Feature Counting in Phonological Rules

Relatively little attention has in practice been paid to 1ex.ica1 feature
~counting as opposed to rule feature counting.(see, however, the d}scusswn of
Harms, 1966, in 4.4.1). As will be discussed in 4.3, feature counting has ha:d
; ‘aprofouhd effect on the whole conception of rul'es in phoeology. The basic
" assumption is that a rule with fewer features specified is a simpler rule than a
*rule with more features specified. This assumption has led some phonologists
. to'xpropose serious departures from the standarq model ef Phox}ology. Thus,
“Contreras (1969:1) states: “Adherence to the binary principle in phonology

As stated above, many grammatical morphemes do not conform to th
positive MSC given above. Thus, the infinitive prefix consists of the sing
vowel /T/, realized as [1] or [{], depending on vowel harmony. ;

An example of a negative condition is the following (where ~ = “not”)

+cons
~syll

+back
+nasal

This MSC states that there is no phoneme /n/ in this language. Schachte
and Fromkin (1968) have suggested that negative conditions are not needed

since they can always be replaced by an if-then condition. This segmenta
condition can be restated as follows:

It ¢ | +cons
—syli
+nasal

§

Then [—back]

Thus, it may be that only positive and if-then conditions are required by the
theory of morpheme structure conditions.

The abandonment of MSRs in favor of MSCs has had a serious effect on.-,
the evaluation of complexity in- the lexicon, It is no longer possible to add up
zeros and see what kind of a savings is attained by filling in feature values by
rule. However, as Stanley (1967:434) himself points out, the savings that
were possible in the MSR approach are still recoverable in the MSC approach:
He suggests as an evaluation procedure that the “weight” or generality of a

conflicts with the simplicity criterion proposed by Halle, in. the sense that
. " rules which are intuitively more general are not conmstently sxmpler than less
; general rules,” that is, in terms of feature counting. This assumption h.as, on
' the other hand, been challenged by other phonologxs‘es. For example, Zlml‘{ler
- (1970:97-98) states: “The fairly widespread assumption th.at feature counting
.-will automatically lead us to choose the preferable description from: two or
" more competing ones, as long as they use the same features and the same
- conventions for writing rules, has never, to my knowledge, really been
supported by detailed and convincing arguments . 2 Nevertheless, the
 idea of a simplicity metric based on feature counting, with th.e goal of
i ’distinguishing linguistically- significant generalizations from spurious ones,
~is one of the trademarks of generative phonology.

It has already been demonstrated that a rule converting /k/ to [¢] before

i, e, '®/ is simpler in the number of features required to specify it than a rule
converting /k/ to [&] before /p/, /r/, and /a/. In this particular case, feature

counting is capable of discriminating between possible and impossxbl,e
N b (12
phonological rules—or, in weaker terms, between “natural,” and ‘“‘Unnatura

- or ‘“crazy” rules. On the other hand, feature counting has been used to
:distinguish between phonological rules which are both possible and natural.
_ The question here is Which rule is simpler (more highly valued)?

Consider the following two rules of palatalization:
a k-¢/_i

: i
b k-¢/__le

In terms of phonemes, rule a is much simpler than rule b, since fewer symbols
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4.3:1.1 Feature-Saving Formalisms Phonological ru_les are W‘ritten
. uch a way that unnecessary repetition of feature values is avoided. for
:ample’ a rule such as

oA Bl —-C

{rhibh says that /A/ becomes [B] before /C/, is a simpler way of writing

are required (namely, three symbols, as opposed to five). However, when the
two rules are translated into distinctive features,

© kool [N
A4

b* k- & __ [~back]

‘1, AC—-BC
v

t is, the formalism, which places the environment to the right of t%xe /,is
Thai c'd so that the environment need not be repeated. Thl_ls, in assessing the
;s,]‘fllilcity of a rule in terms of the number of features required, one need not

“int the environment twice. - . %
m;](n is'claimed that'a rule by which AC is converted to BC is more general

{han a rule of the form:

3 AC-BD : , | |
Since' two segments, A and C, are changed, this rule is equivalent to the
simultaneous application of fwo rules:

rule a’ now requires two features to specify the environment of the rule,
while rule b’ requires only one. Thus, the simplicity metric says that rule b
is simpler than rule a. In the sense of simplicity = generality, this is certainly
the case, since the environment has been generalized in b to include all front.
vowels. However, as we shall see in Chapter 5, rule a is a much more frequent
and “natural” rule than rule b. If simplicity were the criterion used by
children in acquisition, then we would expect rule b to be more common;
On the other hand, it is conceivable that the simplicity metric is not correct,
because it should tell us that a is simpler than b, Other such examples of ,
where the simplicity metric goes astray will be dealt with in Chapter 5. : 2. A-B/__C

Another problem inherent in the simplicity metric, as discussed so far, is - C-DJ/A_

that only distinctive features are counted. Special diacritic features such as o i ; be BD
. . . ; st be met in order for AC to become BD,
[ +ablaut] and [ +noun], which are sometimes needed in phonology, as well. Smcc2 wo sepa;at: s;:::;lté iiri; I(r)l\‘rler rule 1. However, in the formalization of
. . - : rule 2 represents ) sEEN
as grammatical boundaries, must also be evaluated somehow. While certain  the first rule as 1’ this difference in complexity is not revealed. On the other

R R R ek el o e MoK, o0 . this e hand, by stating the environment once, as in 1, the simplicity metric assigns
- the right‘relative values to these rules'. o .

A number of conventions are built into the rule formalism in just this way.
Consider, for example, the following rule:

'3 [+F]1- [+G]/ [+H] —

A segmént which is [+ F] acquires the feature sp?ciﬁ?atiop [+ G] when it
isfound after a segment specified [ + H]. This formalism is quite different from
one which is stated in terms of segments (for example, A-—+ B/C_).In
the latter example, A becomes B, that is, it is no lor.xger A;in t.he above rulg
~ written in features, the segment marked [+ F] does in fact acquire the fcan.lre
specification [+ G], but it remains [ + F]. That is, one of the feature-saving
formalisms is that features whose values do not change are not repeated on
the right of the arrow. Stated somewhat differently, only those features whose
specifications change are included on the right of the arrow. Thus, the above
rule is an abbreviation for the following:

¥ [+F]- {j’_g] [ [+H] —

4.3 Consequences of Feature Counting

The decision to base one’s judgment of simplicity on feature counting
has to a great extent determined the history of generative phonology, since
the aim is to make explicit what is a real generalization. In particular, the
very design of phonological rules has been determined so as to minimize the
number of features which will be required to specify them.

4.3.1 Rule Formalisms

A number of formalisms have been introduced into the literature.
These formalisms constitute tentative hypotheses concerning the nature of
simplicity, which in turn provide an evaluation procedure by which a child,
on being exposed to raw data, constructs a phonology of his language.
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Rule 3 implies that the [+ G] segments are still [+F]. It also implies s [~ high ]
there were at least some instances of [+F, —G] segments prior to g S &) | —back| (thatis, fef)
operation of the rule. Thus, another feature-saving formalism is that when —low |
Jeature change is stated on the right of the arrow, its opposite (input) valye Y
not stated on the left of the arrow. Rather, it is implicitly there. Thus ¢ : i .
original rule is actually an abbreviation for the following: Sd"k ko &/ | TP hatis, fe))
o , +low |
‘ v

o 2] 1

Finally, note that this rule implies that there were at least some instances
[—H] segments followed by [+F, —G] segments, in which case the input t
the rule was not met. If one now states the most expanded redundan
formalization of this rule, as follows,

3 [+H] [fg] - [+H] [ig]

Thus, the distinctive features serve the purpose f’f collapsing three 'sul.)ruk.s
- into one rule. This is possible only when there is some struc.tural 51m11‘ar1ty
* petween the subrules, here meaning that the three segments in the environ-
‘ment of the rule constitute a *natural class.”> We have already seen that it is
only with great difficulty that thrCe equivalent rulés can be collapsed when
the environment counsists of /p/, fr/, and /a/. :

The question arises ‘whether two processes ‘are subparts.of the same rule
“or are two separate rules. While it is obvious that the gbove processes shoyld
be-analyzed as subparts of one rule, it is equally obvious that the following

it is observed that instead of a rule consisting of three features (as obtaine :
two processes should be analyzed as separate rules:

following the conventions just discussed), a rule consisting of six feature
must be written (if these conventions are not followed). The claim is that ryj
3, which expands as in 3”, is more general than rule 4,

¢l enf

where six different features are involved. Unless the discussed feature-savin;
conventions are incorporated into the theory, rules 3” and 4 will be judge;
of equal complexity by the simplicity metric, and a generalization will hav
been missed.

4.3.1.2 Abbreviatory Conventions While the above formalism: i
designed to capture the generality of a rule by minimizing the number o
features which need to be expressed, additional conventions have beer
adopted whose effect is to collapse structurally similar rules into one rule
In a sense the distinctive feature system already accomplishes this. Fo 82 ron/#F_
example, the rule palatalizing /k/ to [€] before /i, e, &/ was claimed to be 8 ron/C_
single rule written as follows: '

k-8 —1i
VoV/_N

The palatalization of /k/ to [&] before /i/ has nothing structurally in common
with the nasalization of vowels before nasal consonants. Hence th@ two
rules are not collapsible. Thus, formalisms are sought wh}ch permit the -
ébl]apsing of rules to achieve a real generalization, but which prevent the
, 'i:ollapsing of rules when a spurious generalization would result. o
4.3.1.2.1 Brace Notation While the palatalization and nasahzat;on
rules just given are structurally unrelated, the following two rules of Korean
“_share obvious formal properties with one another:

In 8a, /r/ becomes [n] at the beginning of a word (that is, directly following
the full word boundary##); in 8b, /r/ becomes [n] after a consonant. Th‘ese
rules put into. effect the phonetic sequential constraint in I.(organ whxcli
disallows [1] except when preceded by a vowel (Hyman and Kim, in prep.). ,
Thus, we observe in the following forms that the morpheme /rak/ *pleasure

58 k- ¢/ [~back]
v

Logically, however, three subrules can be distinguished :

56 k&) [fgfcﬂ (that is, /if)

*This constraint actually applies only to single /r/. Geminate [11] occurs corresponding to
A\

nongeminate [r]. i
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is pronounced [rak] after a vowel, but [nak] at the beginning of a wor ;

AC becomes BC, AD becomes BD, EC becomes BC, and ED becomes BD.
after a consonant: : ;

the following rule, however,

i -»- ]

the bracket notation, which is used by some generative phonologists, requir&:,s

that the segments be matched along the same horizontal row. Thus, this
: rule states that AC becomes BC and ED becomes BC. In other words, the
' brace notation in 10a abbreviates the following four rules:

UNDERLYING PHONETIC
/KPwe#rak/ [kPwerak/ ‘pleasure-pleasure’

[rak#won/ [magwen] ‘pleasure-garden’
[kwk#rak/ [kumnak] ‘extreme-pleasure’®

In order to capture the relatedness of rules 8a and 8b, the two rules a;
conflated into one by means of brace notation, as seen in 8¢:

8c r—»n/{ﬁ#}_

The fact that 8a and 8b can be abbreviated as in 8c reveals that a solutio 10c A-B/_D
which includes rules 8a and 8b is more “costly” than a solution with the o 404 E-B/_C
rule 8¢c. In terms of feature counting, the notation in 8c permits a great & o
savings, since it is no longer necessary to state /r/ on the left of the arrow and e E-B/_D
[n] on the right of the arrow twice. That is, while seven symbols are required. : while the bracket notation in 1la abbreviates only the following two
to state 8a and 8b, only five symbols are required in the single conflated rule rules:
in 8c. The theory therefore requires that 8¢ occur in the phonology of Korean,
and not 8a and 8b. This requirement *“forces” the preferred solution, since a 1b A-B/__C

fic E-B/_D

 4b A=B/_C

phonological analysis with 8a and 8b would miss a generalization.
One of the requirements which must be met in order to conflate two phono-
logical rules is that the rules be structurally related, as seen in the Koreatg
example. A second requirement is that no third phonological rule be ordered
between the two rules. That is, if it can be demonstrated that there is a third
rule, say 8d, which must be ordered after 8a but before 8b, then this would
constitute an argument against collapsing the two rules. We would in this
case be dealing with two rules rather than one, although 8a and 8b would
still exhibit striking structural similarities (namely, the fact that both convert
/r/ to [n]). As will be seen in 4.3.2, most work in generative phonology is
based on the position that phonological rules must be linearly ordered.
4.3.1.2.2 Bracket Notation Braces have been seen to involve g
disjunction—thus, in the rule

9 A—aB/_.{g}

A becomes B before either C or D. That is, AC becomes BC and AD becomes
BD. In a slightly more complicated example,

o (g)nr-

% In the derivation of [kumnak], /kwik#rak/ first becomes intermediate kuiknak by the
rule changing /r/ to [n] after a consonant; then a second rule nasalizes /k/ to [n] before a
nasal consonant, yielding [kwgnak].

“Thus, the bracket notation incorporates the notion of “respectively” and is

therefore more restricted. . ‘
4.3.1.2.3 Parenthesis Notation A third notational device used to

Vconﬂate rules is the parenthesis notation. In this case, the optlonal presence
of a segment can be expressed. Thus, the rule

122 A-B/_(OD

: collapses the two following rules:
2. A->B/_CD

12¢ A-B/_-D

Again, a tremendous savings is obtained, since it takes seven segments to
~ specify the two rules, but only four to specify the one collapsed rule.

To observe the use of parentheses, consider the. followmg data from Ewe
reduplication (see Ansre, 1963):

VERB REDUPLICATED NOUN
@0 . ‘to beat’ (OO ‘beating’
Kply - “to lead’ kpokplo  ‘leading’
.8y4 - ‘todry’ . . sésyd ‘drying’
d’ra  ‘to sell’ d%ad#ra ‘selling’
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and fabialize the preceding consonant (see 3.3.5). In addition, underlying

The forms o, kpb, syd, and d?rd reveal that verb roots can have any one g . . Rt
) 18/ [3/, and /3] are all realized as a nasalized schwa, that is, [3]. The rule

three phonological shapes: CV, CLV, or CGV. In the nouns derived

reduplication of the corresponding verb root, the (prefixed) reduplicated changing both oral and nasalized low vowels to [a] or [3] is written as
syllable is always CV.® Following the formalism developed for Akan b follows:

Schachter and Fromkin (1968), the Ewe reduplication rule can be written a5

follows:

v

[+1low] = [ +back '
+round

16
A second rule now converts both /3/ and the cases of [&] deriving from /&/ and

13a RED-GV,/_C ({’é}) A
1/5/ to [3], as follows:

whereC; = C; and V; =YV, g [+pasal] > [~low]
This rule copies a consonant (C,) and vowel (V,) identical to those found j 4 v
the verb root. The parenthesis notation in the environment of this rul
indicates the possibility of this rule applying to verb roots of the form C,LV,
and C,GV,;. Notice also the brace notation indicating that the segment
found between C,; and V; in verb roots can be either a liquid or a glide.”
With these notations it is thus possible to state Ewe reduplication as one rule

with the following three subparts:

All nasalized vowels in Nupe are phonetically [ —low]. We can now collapse
- 16 and 17 by means of angled bracket notation: ,

+low +back
-18a {(+nasa1 )] - [ ——round]
v {—low)
This rule states that while all [ +low] vowels become [ +back, —round], if
the low vowel is also [ 4+ nasal] it must also become [ —low]. That is, this rule
schema collapses two rules. First, when the features within angled brackets
. are evaluated, the following rule converts low nasalized vowels to [3]:

: o +low + back
-18b- +nasal| — | —round
L Y —low

Second, when the angled brackets are not evaluated (since the interdependent
features within them are optional), the following rule converts /¢/ and /o/

to [a]:
* +low +back
1,8,c [ v ] - [—-round]
' _The ordering of 18b before 18c is dictated by the notation, which says first
read the rule with the bracketed features and then read it without them.
. It should be clear that angled bracket notation also leads to an economy
of features. Thus, the collapsed Nupe rule is stated with six features, while
the two rules taken separately require seven features. V
4.3.1.2.5 Alpha Notation Among the other feature-saving devices
are alpha notation conventions. Suppose a language has the phonemic vowel

- inventory /i, e, u, 0, a/. A common redundancy is that nonlow vowels agree
“in backness and roundness. The vowels /i/ and /e/ are [—back, —round],

13b RED->GCGV;/] _CLYV,
3¢ RED->C V| -C, GV,
13¢ RED-CV,/ GV,

where C; = C; and - V; =V,

4.3.1.2.4 Angled Bracket Notation = Angled bracket notation is usedfl’
to show an interdependency between two optional feature specifications. As.
an example, consider the following two rules from Nupe (Hyman, 1970b):

14 {i} - [al

]
15 {o} - [5]
i

As originally argued in Hyman (1970a), the two abstract underlying segments
Je/ and [of are realized phonetically as [a], though they respectively palatalize

¢ The vowel of the reduplicated syllable is always [—nasal], even if the underlying vowel of
the verb is [+ nasal], e.g., /s&/ ‘to be hard’ reduplicates as [sesé] (see Stahlke, 1971; Hyman,
-1972a).
7 Notice, of course, that the disjunction {L, G} can be replaced by the distinctive feature
specifications [—syll, +son, —nas]:
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- Fefe?-Bamileke, for instance, [u/ is realized as [0] in “closed” ‘syllable:s
(that is, in syllables ending in a consonant) in many dialects, while [o/ is
realized as [o] in closed syllables in all dialects. These two processes can be
- gbbreviated either with angled bracket notation or alpha notation:

[ =low —high
na (—-high)] - [(+Iow)] [—C$
- v ,

while the vowels /u/ and /o] are [ +back, +round]. In the absence of a
appropriate convention, two segmental constraints would have to be stated

. —low
oo [
A%

4
Then : [-round]

. [—low . —low ] _ [~high] C
vhH ' [+back] 28 ahigh | - | —odow | [—C3
v - B
Then : [+ mgnd] : Ru'le 22a has the following two expansions:
: . . ‘ o [-low] _ [-high] ; ¢
Eight features are required to state the two constraints. However, these two 2b | _pish| ” | +low [—
constraints are clearly related and should be stated as a single constraint, £ -y - -

The use of phonological variables permits the collapsing of these two con-
straints as follows: :

. | —low
20 If : [a back]
v

¥
Then' :  [x round]

p¢  [-low] -~ [~high]/ - C$
v

The first expansion converts /o/ to [0], and the second expansion converts
Ju/ to [0]. 23a has the following two expansions: _

o —low —high
o ub [+high] i [—low] |-C3
' v

T —low —high C
23c [—high] - [-How] /€3

The first expansion converts /u/ to [0] and the second expansion converts

/o] to [0].8 : :

" In terms of redundancy, both rule formalisms are overspecified. In both
- 22band 23¢ [ — high] appears on both the left and right of the arrow, although
generally only feature changes are expressed in phonological rules (see
" 4.3.1.1). This is unavoidable, if the lowering of /u/ and /o] are to be captured
in one rule with the features High and Low. In any case, where there are
~alternative ways of writing a rule, evidence must be sought to determine
which formalization is correct:

It might be argued, on the other hand, that two formalisms, for example,
angled bracket and alpha variable notation, are equivalent, that is, they
‘make the same claims about phonological structure, and it will therefore be
impossible to argue for one over the other. In attempting to choose one

Now only four features are needed (though we avoid the problem of counting
pluses and minuses as opposed to alphas). The alpha in this constraint means
that either both are 4 or both are —, that is, all occurrences of alpha carry
the same value. Some of the formal uses of variables are summarized below,
alongside the feature values they abbreviate:

[«F, aG] : [+F,+Glor [-F, —G]
[oF, —aG] : [+F, ~Glor [~F, +G]
[«F, BG} : [+F, +G}, [-F, =G}, [+F, -G}, [-F, +G] -

The notation [aF, —aG] indicates that the two features must have opposite
values, while [aF, BG] simply states that there is no required relationship
between the specifications of the two features. ~
4.3.1.3 The Problem of Notational Equivalence Even with the well-
defined formalisms so far developed by the theory, it sometimes is the case
that a- given phonological process can be formalized in-more than one way.
As an example, consider the following two structurally related processes:

213 u—-o0o/_C$

* In expanding alpha hotation, it is conventional to take the + value of alpha as the first
21b 0o—~o/._.C$

expansion and the — value as the second.
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gment. While these rules are exactly equivalent and involve three features
,ch, this convention is particularly revealing in collapsing rules such as %4b
ith other rules. Let us say, for instance, that the same language in question
has a rule of the following form:

25 [+Fl- [+H]/_X
* Rule 25 applies not only to a segment which is [ +F, +G] but also to one

which is [+ F, —G]. While it is not readily collapsible with 24a, it can easily
- pe collapsed by means of brace notation with the equivalent rule 24b:

s e e [FO,)

That is, [ +F] becomes [+H] if it is either [ +G] or followed by X.

As written, rule 26 requires four features, while 24b and 25 require six
features in total. While there has been a saving of two features, the convention
~which allows 24a to be rewritten as 24b is not in itself a feature-saving
-~ potation.*® '

formalism over the other for the vowel-lowering example, one quic
becomes embroiled in a number of theoretical issues. In 22a, /o/ is firs
lowered to [o] and then /u/ is lowered to [o]. The second expansion applie
“vacuously” to the [5], which is derived from the first expansion, since [
is already [ —high]. In 23a /fu/ is first lowered to [o0] and then /o is lowered
to [0]. However, the [o] which results from the first expansion must ng
undergo the second expansion or else underlying /u/ will also be realized a
[2].° It is therefore necessary to introduce a principle which has wide accep
tance in phonological theory, namely that the two subparts of 23a ar
disjunctively ordered with respect to each other. If one expansion applies, th
other expansion cannot apply to the same form (input). The opposite o
disjunctive ordering, conjunctive ordering, is found when two expansions of
rule (or two rules which are conjunctively ordered with respect to each other
apply to the same form. From 22a one might conclude that 22b and 22¢
are either disjunctively or conjunctively ordered, since the same output is
obtained in either case. Rules 22a and 23a are in this sense somewhat differen
While the formalism in 23a imposes disjunctive ordering, that in 22a does no
Should it ever be demonstrated that phonological rules are not disjunctively
ordered, then the formalism in 224 would necessarily be chosen over that in’
23a. On the other hand, it should be noted that rules collapsed by angled:
brackets have also been claimed to be disjunctively ordered, a position which
in the light of evidence can always be reversed.

4.3.1.4 Summary - In this section- we have seen how various.
abbreviatory conventions lead to an economy in the number of features
required to describe phonological processes. Among the formalisms dis-
cussed were brace notation, bracket notation, parenthesis notation, angled
bracket notation, and alpha notation. A final formalism, which does not in
itself reveal greater simplicity in terms of feature counting, allows us to
rewrite rule 24a as 24b: k

24a [+F] - [+H]

4.3.2 Rule Ordering
Consider the following hypothetical rules taken from Schane (1969):

27 [l + Ja] - [tya]
fte] + [a] - [ta]
ftu/ + fa] = [twa]
ftol + [a - [ta]
/ta + [a] - [ta]

In this hypothetical language, when the high vowels /if and /u/ are followed
‘by a vowel (in this case faf), they are converted into the respective glides [y]
and [w]. Whenever a nonhigh vowel is followed by a vowel, it is deleted.
* These two processes can be formalized as follows: :

282 [+high] - [-syll]/ —V
+G : v

2b [+F] - [+H]/[+G]

Rule 24a says that a segment which is [+F, +G] changes an understood
[—H] specification to [+ H]. 24b says that a [ +F] segment also becomes
[+H] if it is [+G]. That is, placing an environment bar over a feature
value indicates that this feature value is part.of the specification of the input

28b  [-high]» @ [V
: A\ :

As written above, the two rules require eight features (if we count V and @
as one feature each). These rules can also be applied in either order, since
their environments are mutually exclusive. Thus, if 28a is applied first, then
/tia) and [tua/ become [tya] and [twa], and then 28b applies, converting
/teaf, [toa/, and [taa/ to [ta]. If 28b is applied first, then the same results are
obtained, but in reverse order.

° It turns out that some dialects of Fe?fe? allow historical (tiim/ to become [t3m] (and
even [t3m]). While it has been argued (Hyman, 1972b) that historically *tam became {tom]
and then optionally lowered again to [t3my], the difficulty in discussing this reapplication of "
the lowering rule in a synchronic framework arises from the problem of maintaining
Jtim/ as the underlying form in all dialects. Since there is no alternation, once *tim is. '
pronounced [t3m] it can just as well be recognized as underlying /tom/.

~ 10 It should be noted, however, that McCawley (1971) has argued against the use of braces
in phonology, especially in such cases as 26.
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ggnic, it is not necessary to specify the nasal consonant as to place of
tion. Thus the following derivations are obtained:!! ‘

Such a solution, therefore, does not require any constraint on rule orderin

The rules are written out in such a form that they can be applied in random. atti ula
sequential ordering; that is, whenever the appropriate input is met, they jap] = mp -» mh
apPLy. . 2 jat/ »nt - nh

On the other hand, imposing a definite (or extrinsic) ordering on ruleg Jok/ = 0k ~ ph
allows us to simplify their structural description, sometimes dramaticall ’ = . ; i .
Thus, imagine that rule 28a were to apply before rule 28b. This would mean ules 302 :.md 30b, foll9w all the _featur;-'savm? ccinver:itxo.ns d{;c;los;e:,elrr;
that all [ +high] vowels followed by a vowel would be converted into glides 3,11 This 1 made possible by the imposition of rule ordering.

before the operation of 28b, which deletes nonhigh vowels before vowels, precede 30a, then the following would be the result:

Since this is the case, the feature specification [ —high] is redundant in 28b.

. /op/ = nh —»
Instead, 28b should be written as follows:

‘Int/_;nh-o?

First, /p, t, k/ would be converted to [h], since they are found after a [+ nasal]
consonant. But then it is not clear how homorganic nasal assimilation would
aﬁbly to intermediate nh, since the point of articulation of the following
consonant is now glottal, and a ‘“nasal glottal stop” is the only possible
output of rule 30a. Thus it is clear that if these rules are to be ordered,
30a must precede rule 30b. o .

If; on the other hand, more information is incorporated into 30b, then
ule ordering is unnecessary: :

28 V-0V

Since the only VV sequences which could possibly serve as input to this rule
have the first vowel [ —high] (because of the prior operation of 28a), the
correct output is obtained. And in the process one feature specification,
namely [ —high], is economized. , ;

An appropriate example of this relationship between rule ordering and-
simplicity comes from Shona (Tom Hinnebusch and Theo Vennemann,
personal communication), In this Southern Bantu language there are alter-
nations between [p] and [h], [t] and [h], and [k] and [h], as informally

. ; : -~ voice
represented by the following subrules: ~ b’ | —cont | -/ [:g?:i] L
2% p-h/m_ aplace C

t >h/n

k~+hfn — Rulc 30b" says that a voiceless stop becomes [h] when it is preceded by 2

homorganic nasal consonant. Since the output of 30a is now incorporated
into the input of 30b’, it is no longer necessary that the two rules have the
ordering restriction placed on. Instead, the two rules can apply whenever
their structural description is met. If 30a applies before 30b’, then of course
the derivation is straightforward. If 30b’ applies first, then it can only appliy
to /nt/, since this sequence alone has a consonant following a pomorgamc
stop (as opposed to /np/ and /nk/). But then, after 30b’ }_1as applied, 30a cart
apply and convert /np/ and /nk/ to mp and pk, respectively, and now 30b
can reapply, as in the following derivations:

That is, voiceless stops become [h] after homorganic nasals. Since these .
nasal consonants derive from an underlying /n/ prefix, two rules are required:
homorganic nasal assimilation and conversion of voiceless stops to [h]. If

the rules are ordered, they can be specified as follows: ‘

30a [+nasal] - [« place]/ __ [« place]
C C

30b [:Zgifte] -~ h [ [+nasal] __

C 300’ 30a 30b°
. ' 3B /np/ - - ‘mp - mh
Rule 30a converts /n/ to [m] before labials and [g] before velars. The /ntf - nh
notation [a place] is an abbreviation for the place of articulation features, /nk] - - pk - gh

for example, [« ant, @ cor], and should therefore be counted as several
features rather than as one. Rule 30b says that a voiceless stop becomes [h]

: U The rule of homorganic nasal assimilation in 30a applies vacuously to underlying /nt/,
after a nasal consonant. Since 30a has already made all preconsonantal nasals

ince the underlying nasal is already homorganic with the following voiceless stop.
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In the first approach, each rule is designed to apply once at a specific poin
the derivation. In the second approach, a rule can apply any time its strucy,
description is met, randomly until there are no longer any forms which.
subject to it. This may mean that the rule will apply several times befor
has run its course. Even the first approach has recognized the need for
called “persistent” rules (see Chafe, 1968:131), which can apply at severf
points in a derivation. In the second approach, all rules operate in this manne;

The consequences are significant. First, while 30b requires only six featygs
to specify it, 30b’ requires eight features. Thus, if rules are to be random}
ordered, it will be necessary to complicate the rules—and, most likely,
give up the evaluation measure as so far conceived. Second, the rando;
sequential ordering approach seriously affects the abstractness of underlyin
forms (see 3.3.5). Consider, for example, the following situation, which:
found in Sea and Land Dayak (Scott, 1957, 1964).

Sea Dayak has two rules: 34a, a rule nasalizing vowels after nasal cop
sonants; and 34b, a rule deleting voiced stops after homorganic nas
consonants (see Kisseberth, 1973a:427-428):

3a V-V /N_

b m
34b di -0 /in}]
g N

Thus, /napa/ ‘to straighten’ is pronounced [nin3], while /nanga/ ‘to set u
a ladder’ is pronounced [ndna].'? What this means is that the underlyin
contrast between O and /g/ is realized on the surface as a nasalized versi
an oral vowel, a clear violation of the linearity condition rejected by Choms
(1964:93).13 This state of affairs is adequately accounted for by requxrm
that 34a apply before 34b, as in the followmg derivations:

34a 34b

35 /napa/ -» nipd
/nanga/ — ndnga — nina

‘to straighten’
‘to set up a ladder’

If, however, 34b were to apply before 34a, then 34a would incorrect
nasalize the second vowel of /nanga/:

34b 34a

36 /nana/] — - nini
/nagga/ — nana - *ndpi

‘to straighten’
‘to set up a ladder’

12 The underlying form /nanga/ “to set up a ladder’ is well-motivated, since the rule of

consonant deletion is optional. Thus this underlying form will be realized as either [ndngal
~or [ninal.

13 This condition says that a given string of underlying phonemes /ABC/ should be realized

phonetically as a corresponding string [abc], rather than as [acb] or [ac], for instance.
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phonological rules have access in this theory only to the immediately
ceding stage of the derivation, there is no: way to nasalize /nana/ without
alizing the second vowel of the intermediate form naya derived by 34b.

. nstead, 34a must precede 34b.

- Unlike the previous case, there is no way that the rules can be rewritten
wlth random sequential ordering and still maintain the underlying forms

: ,’naIJa/ and /nanga/. The reason is that once /nanga/ becomes naya, there is
-no way short of rule ordering (but see 4.3.3) to keep 34a from applying to it
t0 yleld the incorrect *[ndni] ‘to set up a ladder.” A theory not allowing
“extrinsic rule-ordering can be salvaged, however, by recognizing forms such
a5 ‘to straighten’ with underlying vowel nasalization, that is, /ndnd/. In this
case, 34a is replaced with a phonological constraint stating that in underlying

forms, vowels after nasal consonants are automatically [ +nasal]:

47 K N \%

Then : [+nasal]

This is not necessarily undesirable in itself. In fact, as noted in Chapter 3,

_there has been a recent shift toward less abstract phonological representations.

“In this case, adhering to random sequential ordering decreases the: distance

- petween the phonological and phonetic representations (see Vennemann,
21973).

“There has been considerable discussion concerning the need for extrinsic

“rule ordering. The original conception of a sequence of ordered rules, each

applymg once in a derivation, has been seriously challenged (Koutsoudas,

- Sanders and Noll, 1974; Vennemann, 1973). A distinction has been drawn

between intrinsic and extrinsic rule ordering. Intrinsic ordering is that
imposed by the system of rules itself; given the form of two rules, they
can only be applied in one way. Extrinsic ordering is imposed by the language

~in question; given the form of the two rules, one must consult the particular
'data to see if a given rule precedes or follows another rule.

In order to explicate these notions, it is necessary to draw another distinc-

- tion often made in the study ‘of rule-ordering relations. Kiparsky (1968b)
- draws the distinction between feeding and bleeding rule ordering (see Chafe’s
[1968] equivalent distinction between additive and subtractive rule ordering).

A rule a is said to feed into a rule b when it creates new environments for

b to apply to. Thus, if [na] deriving from /nga/ were to become [pa], one

could say that the rule deleting /g/ feeds into the rule nasalizing [a] to [&]
after nasal consonants, since it creates new environments for the latter rule’s

‘application. (Of course, we saw that this was not the case.) A rule a is said

to bleed a rule b if it removes environments that could have undergone

- rule b. Thus, if our hypothetical language hac a rule of the form
38 V-o0/n__#
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by which vowels are deleted word-finally after [n], this rule would bleed
rule that nasalizes vowels after nasal consonants, since if this rule had
applied, the vowel in question would have undergone the nasalization rule.

Having drawn this distinction, it is now possible to distinguish abso
feeding and absolute bleeding relationships. A rule a is said to absolutely fep,
a rule b if it creates all of the inputs to rule b. A rule a is said to absolute]
bleed a rule b if it removes all of the inputs to rule b. Absolute bleeding mus
of course be prohibited in phonology, since if one rule removes all of ;
inputs to another rule, then there is no need for the second rule. Thus, if W
have two rules, and if they stand in a potential absolute bleeding relationship
they must automatically be reordered so that the more general rule applieg
after the less general rule. This is one type of intrinsic rule ordering.

A good example of such a possibility comes from Schane’s (1968) analys
of French. Two rules are relevant:

¢39b’ now states that a syllable-final nasal:drops, but only when preceded
4 nasalized vowel. Since, according to Schane’s analysis, there are no
_ynderlying nasalized vowels, all nasalized vowels derive from 39a. In other
words, 39a absolutely feeds 39b. It must apply before 39b or else 39b will
‘have pothing to apply to. But in the random sequential ordering (intrinsic
ordering), if 39b is selected first, it does not apply; 39a then applies and
creates nasalized vowels; now 39b applies, and so on. The result, again, is
,"that the rule must be complicated to include mention of the nasalized vowel
preceding the syllable-final nasal consonant.

While extrinsic rule ordering can be seen as a means of mmlmlzmg the
aumber of features required to specify a rule, the more crucial question arises
.’aver whether there are rules that can only be accounted for by such rule
5 rdering. One case, originally cited by Chomsky (1964:96) in his demon-
"Stfation against’ the linearity condition, concerns the pronunciation of the
Enghsh words writer and rider. Many American English speakers pronounce
- these words [rairor] and [ra:rer], that is, with a vowel length contrast,
.. put no.consonant contrast phonetically. Two rules are required:

39a V-V/_NS§

3% N0/ _9%

Rule 39a says that a vowel is nasalized before a syllable-final nasal. Rule 39 4m Vo Vi [+voice]

says that a syllable-final nasal is deleted. If 39a precedes 39b, then th

. o . tfV_V
following derivations are correctly predicted: } —tf

40 /bon/ = bin - b3 ‘good’ (m.)
/bonte/ — b3nte — b3te ‘goodness’

First, a vowel becomes lengthened before a voiced consonant, and second,
Jt/ and /d/ become [r] (a voiced tap) intervocalically, when the first vowel
s stressed. If the rules are ordered 42a-42b, then the forms [rawor] and
{ra:1tor] are obtained. If they are ordered 42b-42a, then the forms [ra:ifor]
and [ra:1ror] are obtained. Since both possibilities exist, depending on the
dialect, it is impossible to determine the ordering intrinsically, that is, on
the basis of the form of the rulesalone. Rather, one must extrinsically impose
the rule ordering depending on which dialect one is describing. -

Perhaps one way of avoiding extrinsic ordering in the first dialect (with a
vowel-length contrast) is to recognize /al/ and /a:1/. Such an analysis is
argued by Vennemann (1972d, 1973). For an alternative approach, see
Koutsoudas, Sanders and Noll (1974), who argue for simultaneous rule
application, maintaining the notion that rules apply only once in a given
derivation. Despite all the current research into the nature of rule ordering,
~the issue seems far from settled.

If, on the other hand, 39b were to precede 39a, the following incorre
derivations would be obtained: :

41 fban/ - — *bo
/bonte/ — *bote

That is, the syllable-final nasal would be deleted, and the rule nasalizin
vowels before syllable-final nasals would have nothing to apply to. In oth
words, this would be a case of absolute bleeding, and could therefore not
possibly be correct. Thus, given that we know French to have the two rules
39a and 39b, there is only one possible ordering of these rules. In this sense,
the ordering can be said to be intrinsic. The rules order themselves. :

While this is the definition of intrinsic ordering used by Schane (1969),
others have restricted this term to apply only to cases of absolute feeding.
Since the above rules can possibly give the wrong output, it is necessary.
according to this second view to modify 39b so as to permit random sequential
ordering. This can be done by incorporating the output of 39a into the
input of 39b: —

4.3.3 Global Rules

A number of recent studies have proposed that lahguages have rules
which can refer back to earlier (often erased) stages of a derivation (Kisseberth,
1973a,b). In the standard approach to generative phonology, all: that is

M N-o/V_$ necessary for the application of a phonological rule is the information put
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& ﬁrst solution posits the three-vowel system /i, u, a/, the second the
; ﬁve—VOWel system [i, e, u, 0, a/. Now, let us say that this language has a rule
alatalizing [k/ to [&] before /if. In terms of distinctive features, the same
rule would be expressed as 43a in the three-vowel system and as 43b in the
gve-vowel system:

32 k- &/ — [—back]
4 \'

into it from the immediately preceding stage in the derivation. Inthis modifig
approach, information from the systematic phonemic level is available at g
stages of the derivation. For example, while an earlier rule can delete a vow,
in a certain context, a later rule may have to make reference to this vowel
even when it is no longer present at the stage where this later rule applie
This kind of rule is termed a global rule.

While the status of global rules is being debated in current phonological
discussions, the effect of this powerful device on phonology is clear. While:
global rules would still permit the kind of abstract phonological representa,
tions made possible by extrinsic rule ordering, it would now be difficult to
make any solid argument for such rule ordering—if this alternative ig
available. Returning to the Sea Dayak example, Kisseberth (1973a:428) and:
Dinnsen (1974:38) argue that vowel nasalization should be treated as g
global rule. As stated by Kisseberth (1973a:428): “a vowel nasalizes in
Sea Dayak after a nasal element provided that nasal element does not arise
as a consequence of the simplification of clusters of nasal plus voiced stop.”
Nasalization of the second vowel of /napga/ ‘to set up a ladder’ will therefore
never occur, since there is an underlying /g/ between the nasal element [y}
and the potentially affected vowel /a/. Similarly, in the writer: rider distinction,
vowel-lengthening before a voiced consonant could be blocked before a
voiced consonant which was not voiced at an earlier stage (presumably in
the phonological representation). Thus, it appears that global rules can
replace extrinsic rule ordering. It is possible that such rules do exist, since the
implication is that speakers have access to underlying forms at all stages of
the derivation. If the underlying forms are indeed “psychologically real,”
then this seems to be a reasonable claim to make. :

“gp k-8 _[+high]
e —back
" v

That is, since in the second solution there is a mid front vowel /e/, it is
" pecessary to include two feature specifications, [ 4 high] and [—back]. The
_ first solution requires only one specification, namely [ — back], since there is
only one front vowel in the language. Thus, the same rule costs one feature
more in the second solution, solely because of the inventory of segments.
This is the claim that is made by feature counting. Feature counting always
favors more general processes, and where a process is restricted (for example,
" to only high front vowels), a cost is assigned to it. Perhaps this claim is correct.
‘Like other claims inherent in the simplicity metric, it is subject to empirical
verification.

4.4.1 One Phoneme or Two?

Every time a decision is made on the basis of feature counting, an
 empirical claim is made about language—and this claim must be carefully
-investigated as to its unphcatlons One appropriate example of this concerns.
the question of whether a given phonological entity should be analyzed as
one or two underlying phonemes (see 3.4.3). As proposed by Harms (1966)
~ (and applied to Igbo by Carrell, 1970), such questions can be resolved by
reference to the lexical complexity of the two solutions. Harms argues that
in one language it may be more economical to set up /C"/ vs. /C/, or [C*/] vs.

/C/, but in another language it may be more economical to set up /Ch/ and
/Cw/, that is, sequences of two phonemes. As noted in the previous chapter,
this question was of considerable importance in phonemic analysis.

- Working within the framework of morpheme structure rules (see 4.2.1. 1),
Harms proposes that indeterminate cases be resolved by calculating the
number of features that must be specified within the lexicon in both the
one-phoneme and the two-phoneme solutions. Consider, for example, the dif-
ference between a solution that recognizes an aspiration contrast between
voiceless stops, that is, /C"/ vs. /C/, and a solution which recognizes a

4.4 An Evaluation of Feature Counting

As has already been said, there is much disagreement over the
validity of a simplicity metric based on feature counting. While some
phonologists would advocate the rejection of this notion entirely, other
phonologists would simply assert that because of serious flaws (see Chapter 5),
the simplicity metric should be modified or refined.

The idea of basing one’s judgment of the simplicity of a given analysis on
feature counting has serious consequences, since it makes certain claims about
the nature of language and human language ability. For example, consider
two solutions for the same language, which recognize the following vowel

systems: sequence of /C/ + /h/ vs. /C/. This second solution, according to the com-
i u i u mutation test discussed in Chapter 3, would l}ave credibility only if' there
e o were an independent /h/ in the language, which could occur even if not

a a preceded by /C/.
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Now, calculating the number of feature specifications required to dete
mine a given consonant, Harms assigns the arbitrary integer # to /C/. Thy
is, in the matrix for any given consonant, he is assuming that it will take
features to specify it. If this is the case, then if an additional feature, sa:
[aspirated], is introduced, it will take n + I features to specify /C/, since
will now contrast with /C"/, which also requires #n + 1 features. The two wi
differ in that /C/ is [ —aspirated] while /C"/ is [ +aspirated]. Thus, each wi
take n + [ features, or (taken together) 2n + 2, ‘

In the /Ch/ vs. /C/ solution, /C/ requires n features, but now /Ch/ require
n features (for the /C/), plus however many features are required to un-
ambiguously specify /h/ in the lexicon. Let us say that /h/ requires fwo
features (for example, [ —syll, +low]). Now /Ch/ will require the » featur
for /C/ and two features for /h/, that is, n + 2. Since the nonaspirated /¢
also requires n features, /Ch/ + /C/ taken together require 2n + 2 feature,
just as in the one-phoneme solution.

Thus, in terms of economy (judged by the number of features which must
be specified in the lexicon), the result is a standoff. Harms suggests, at this
point, that the relative number of forms exhibiting /C"/ or /Ch/ vs. /C/ be’
incorporated into the calculation. Let us say that in our corpus we have
100 forms with /C"/ and 200 forms with /C/. We now calculate as follows:

his case we can economize 100 feature specifications in the lexicon if we
nalyze the opposition as one between /C"/ and /C/. In fact, it will g‘;enera'llly
- work out to be the case that when the consonant with se?ondary amcul‘atlon
: for example, /C*/, /C*/) occurs in more forms in the lexicon than the snnpl.e
; mhsbnant, it will be more economical to analyze it as /C"/, etc. Wheneve.r it
- oceurs in fewer forms than the simple consonant, it will be more economical
to analyze it as /Chy, etc. Thus this procedure suggest.ed by If[arms makes a
‘vcry strong claim about the way language works—in pafrtxcular the way
children might go about constructing a phonology of their lax}guage. This
;'appmach claims that children will assess the numerical proportion of forms
in assigning a phonological representation to the phonetic sounds they are
‘exposed to. : , . : :

- The question of whether this claim is correct is, of course, difficult to answer,
‘One can imagine various interferences or external factors that might have an
effect on this analysis. For example, if /C/{ occurs in more basic vocabulary
and /C*/ only in learned words, one might hypothesize that this.could affect
the analysis. Also, if the few words that have JCP/ in a langunage are very
~ frequent words, for example, function words like that, this, there, then, those,
~ which all contain the rare English phoneme /8/, this might also be a factor.
" Briefly, then, while simplicity has been put to the use of deciding between

B alternate solutions, in this case -one vs. two phbnemes, there seems to be
e i [Cb] el little empirical support for either the criterion of simplicity or the more

n+ 1 n+1 n+ 2 n  specific criterion of feature counting. B

100 Ch . 100+ 2000+ 1000+ 200n 4.4.2 Derivational Constraints
200 200 : L .

200C 0 However, the desire to make common or high valued kphonologxcal
properties look simple formally has led to a number of other proposals. As
Total 300n + 300 300n + 200 will be seen in Chapter 5, Schachter (1969) proposes a formalism for natural

rules which is designed in part to show the high value of certain kinds of
assimilatory rules as opposed to others. To a great extent, the theory of
" markedness developed by Chomsky and Halle (1968), which is discussed also
in Chapter 5, received its impetus from a desire to make the naturalness of
segments, systems, and rules formally explicit.

“A further example is provided by the work of Kisseberth.(1970a) on
phonological “conspiracies.” Kisseberth points out that languages frequently

As seen from the above calculation, 100 feature  specifications can be
economized if the opposition is analyzed as one between /Ch/ and /C/. If, on
the other hand, we had the opposite proportion (namely, 200 forms with
/C%/ and 100 forms with /C/) in our corpus, the following tabulation would
give the opposite results, as seen below:

I = [Chf i<l have rules which “conspire” to turn out the same output. In Yawelmani, for
n+1l n+ 1 n+2 n instance, he describes a rule which deletes short vowels in the following
- environment:
200Ch  200n+ 100n+ 200n+ 100n
200 100 400 [-losg]—»@/vc__cv
100 C
A vowel which is [ —long] is deleted if it is both preceded and followed by a
Total 300n + 300 300n + 400 vowel separated from it by exactly one consonant. Thus, a word of the form
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CV,CV,CV; will become CV;CCV; if V, is [ —long]. If, on the other hane
there is no preceding vowel (that is, there is 4 word-initial consonant, #C
or no following vowel (that is, there is a word-final consonant, ~C#)t
deletion will not occur. Also, if the preceding or following vowel is separated
by two consonants, deletion will not occur. These constraints are designed to:
guarantee that no instance of # CC, CC#, or CCC will result from the deletion
rule. These three disallowed sequences have in common the necessity of
assigning two successive consonants to the same syllable. A word-initia]
consonant sequence is automatically syllable-initial, just as a word-fina]
consonant sequence is automatically syllable-final. Finally, any sequence of
three consonants must be syllabified with two of the consonants in ong
syllable. It thus appears that Yawelmani has a surface phonetic constramt
against two successive consonants within a syllable.

There is a second rule in Yawelmani which is also related to this constraint
(Kisseberth, 1970a:296). A rule of vowel epenthesis (which inserts [i] in thé
regular case, [a] in the irregular case) applies in the following environment:

constraint will require that they be there anyway—or else the rule w111 not
k’apply, since it will violate the constraint.
.- Thus, if the rule is rewritten in this fashlon the two features requlred to
‘spemfy the two vowels in the environment of the rule can be economized.
The rule now takes five features to specify it instead of seven. If the proposal
were to stop here, the claim would be made that this rule is as related to the
§ rule of epenthesis as is any other rule that takes five features to specify it.
But, as Kisseberth hints, it may be possible to devise a formalism to take care
of the epenthesis rule as well. In fact, since the epenthesis rule exists only to
. preak up unacceptable clusters, perhaps the whole rule can be economized.
“Whenever a CCC or CC# is met in a derivation, a vowel is automatically
- “inserted, having been triggered by the derivational constraint.
:~While derivational constraints have been proposed in-a' number-of recent -
phonologlcal studies, there is some question whether this functional related-
- ness between rules should be formally expressed. Heretofore the co]lapsmg of
‘rules implied that the two processes were one (inseparable) rule. In this case,
the two rules are not subparts of the same rule, but are quite different rules.
As suggested by Kiparsky (1972), the bond between two functionally related
rules does not seem to be as tight as that between two structurally related
rules (which are collapsed). For example, a rule can be ordered between two
- functionally related rules, and it is apparently possible for a language to lose
one rule without losing a functionally related rule. This question, like so
:-‘many others, has yet to be resolved in phonological theory.

#
0—»V/C__C{C}

A vowel is inserted in order to break up sequences of CC# and CCC (that is,
sequences of two consonants within the same syllable). Kisseberth argues
that the rule deleting [ —long] vowels and the rule inserting vowels are
Junctionally related in that their form depends crucially on the same phonetic
constraint.

We have already seen that various notations have been devised to capture
structural relatedness among rules, but there is no formalism to capture -
Jfunctional relatedness. In other words, the rule of vowel deletion (which
“costs™ seven features) could be just as related to the epenthesis rule as any
other rule requiring seven features to specify it. In terms of simplicity, there
should, according to Kisseberth’s argument, be some feature-saving formal
ism for the above two rules, since it should be easier for a child to learn twd
functionally related rules than two unrelated rules. ,

To achieve this end, Kisseberth introduces the notion of derivational
constraints into phonology. There is a derivational constraint in Yawelmani
to the effect that no rule may produce a sequence of #CC, CCC, or CC#.
With this derivational constraint in effect, the rule of vowel deletion can be:
rewritten as follows (Kisseberth, 1970a:304): ‘

[long] > @/C__.C
A\

A short vowel is deleted between consonants—the vowels on the far sides of
the consonants need not be included in the rule, since the derivational
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that what is “natural” is formally revealed as “simpler” than what is
;gunﬁatural.” Where a natural property of a phonological system is, by the.
f criériOD,Of feature counting discussed in Chapter 4, not revealed to be

imple, the evaluation metric is assumed to be wrong and must be revised

(sgc Chomsky and Halle, 1968, Ch. 9).

5,1.1 Natural Classes

In order to demonstrate the potential difference between simplicity
(generality) and naturalness, let us return to the notion of natural’ classes,
mentioned briefly in 4.3.1.2. Two or more segments are said to constitute a
natural class if fewer features are required to specify the class than to specify
any one member of the class. Consider as an example the class of voiceless
stops in English. To specify the class /p, t, k/, three features are required:
[~voice, —cont, —del rel].! On the other hand, the following feature
matrices are required in order to uniquely specify /p/, /t/, and /k/ individually:

PHONOLOGICAL
NATURALNESS

Iol " fx/

“['=voice —voice —voice
|-—cont —cont —cont

1 = del rel —del rel —del rel
+ant +cor —ant

- GOr.

Jt/. and /k/ require four features and /p/ requires five features in order to
distinguish each from the others and from all of the other phonemes of
English.? As a second example, the segments /p, b, f, v, m, w/ in English are
~specified as [ +ant, —cor], but any one of these segments will require one or
“more additional features to uniquely distinguish it from all the other segments.
Given this definition of a natural class, one should expect to find language-
specific evidence to support the contention that two or more given segments
‘constitute a natural class. While: the sharing of. a phonetic property, as
ascertained in the phonetics laboratory, is in itself considerable evidence,
one looks to find phonological corroboration ‘of any phonetic relationship
established by other means.

In general, we can say that two segments belong to a natural-class when
one or more-of the following criteria-are met in a number of languages:
-a the two segments undergo phonological rules together;

5.1 Naturalness

In Chapter 4 it was seen that simplicity, as measured by feature
counting, has played a large role in the development of generative phonology.
Since the early years of this theory of phonology, there has been a noticeable
shift away from simplicity and feature counting. Instead, phonologists have
addressed themselves to the naturalness of phonological properties, Thus
there is not only concern with what is simple (that is, general, noncomplex), -
but also concern for what is natural or plausible in a phonetic sense (see
3.4.4). Certain aspects of phonology are not necessarily (or exclusively)
simple, but are rather (or in addition) natural. As a result, these aspects are
frequently attested in language after language. The new concern is to be:

- TThe feature [— del rel] is required to differentiate the stops /p, t, k/ from the affricate /&/.
*'As mentioned in 2.5.1, the feature [+ labial] can be substituted for [4-ant; —cor], in
which case /p/, /t/, and /k/ have an identical complexity of 4.

138
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- i i rranged
b the two segments function together in the environments of phonolo snsider, for example, the following possible natural classes, ar ’g

rules; ;
¢ one segment is converted into the other segment by a phonological ryj,

. . i . CLASS B CLASS C: CLASSD
d one segment is derived in the environment of the other segment (as:

cases of assimilation). ,‘ b b b b
While these criteria are not foolproof, they more often than not serve as ths d d d d
basis for establishing natural classes. ' g g g g
Consider as an example the following phonological rule: . v M M
+voice z Z z
k ¢ i —cont + voice m m
t - E-0 =TT
Recalling the conventions discussed in 4.3.1.2.1 and 4.3.1.2.2, this rule is r r
abbreviation for the following four subrules: w w
2 k—>¢f i y Z
k—->¢&/..e + voice e
g-J/—i [—sy]l ] i
g—=j/—e o
By criterion a, /k/ and /g/ constitute a natural class (the class of velar stops), [+ :,Joice]

since they undergo this phonological rule together. By criterion b, /if and Je/
constitute a natural class (the class of front unrounded vowels), since they
function together in the environment of this rule. By criterion ¢, /k/, /g/,
/&, and fj/ constitute a natural class (the class of [ +high] noncontinuants),
since the first two are converted into the second two by this rule. And,
finally, by criterion d, /&/, /j/, /if, and Jef constitute a natural class, since the
first two-are derived by this phonological rule in the environment of the
second two. We can refer to this class as the class of palatals, although
it should be noted that the Chomsky and Halle (1968) specification [ -+ high,
—back] excludes /e/ from: the class. : :

It is important to note that these criteria are valid only if the rule in
question is “natural” (see 5.2). That is, we must make sure that the rules
upon which we base our supporting evidence for natural classes are frequent
and plausible, and not unnatural or “crazy” rules. (For a discussion of how
unnatural rules, that is, rules which are not phonetically plausible, come into
a phonology, see 5.2.6).

Having established these criteria for natural classes, we can now examing
the relationship between simplicity-and naturalness. Since natural classes are
formally defined by the feature-counting simplicity metric, it should generally
be the case that classes which require fewer features to specify them are mor
natural than classes which require more features. While. this sometime:

turns out to be true, there are a number of cases where the simplicity metri
breaks down.

- As one goes from left to right, the natural class gets simpler (or. more general).
“Thus, it takes three features to specify class A (the cla§s of 'voiced stops), but
only one feature to specify class D (the class of all voiced segments). Classes
B and C are intermediate, each requiring two features. As can be seen from
‘Vthe' list of segments, class C (the class of voiced nonvowels) is more.ge_neral
o inclusive than class B (the class of voiced obstruents), though this is not
directly revealed by the simplicity count. '

If feature counting suffices in itself as a criterion for evaluating the natural-
ness of a class, then class D should be the most natural and class A_the least
natural. We should then expect class D to satisfy the four criteria §tatefi
above more readily than classes A-C. However, upon close exan}inatlon, it
becomes increasingly difficult to find phonological rules refer'rmg .to the
classes A through D as one goes from left to right. That-is, it is easiest to
find rules which refer to class A and class B, but it is less easy to find rules
" which refer to class C, and almost impossible to find rules which refer Fo
class D. The voiced stops of class A, for instance, are required as a class in
order to state the process of intervocalic spirantization found in many
languages. Its general form is as follows:

b B
3 d| = lo|/V_.YVY
g Y
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The voiced obstruents of class B are required as a class to state the progy ‘pointed out in Chapter 1, certain segments are more frequently attested
of syllable-final devoicing in German and other languages: : anguages than others. Thus, the vowels /i/ and /u/ are more frequent

b P ad hence more “natural”) than the vowels /ii/ and [w/. In general, a
d t janguage will not have /i or /w/ unless it already has /i/ and /u/. Similarly,

4 gl |kj/—-% it is hypothesized that children acquiring native Turkish (which has all four
v f pigh- vowels) will first learn fi/ and fu/ and only later the less natural
z s

yowels /ii/ and /w/. Historically, we expect these less natural segments to
" merge (context-free) with more natural segments; for example, /ii/ has
pecome /i/ in Yiddish (compare German {[fiisa], Yiddish [fis] ‘feet’). :
‘ 5.1.2.1 Prague School Markedness Since much of the discussion of
- ‘naturalness in recent works centers around the notion of “markedness,” it
is-helpful to trace the evolution of this concept. The original. Prague.School
notion of “markedness” owes its existence to the phenomenon of neutraliza-
“tion discussed in 2.2.3 and 3.2.2. It is recalled that, in Trubetzkoy’s termi-
“-pology, certain oppositions are constant while others are neutralizable, In
addition, when two phonemes are neutralized in a given position, it is the
- “ynmarked” member of the opposition which is found phonetically. Since
~ German neutralizes /p, t, k, f, s/ and /b, d, g, v, 2/ syllable-finally as [p, t, k,
~ f,s], the voiceless obstruent series is said to be unmarked (in German).
Since voiced and voiceless obstruents do not contrast in this -position in
‘German, Prague School phonologists would ‘set up: five archiphonemes
(see 3.2.2) /P, T, K, F, §/, that is, phonological units which are unspecified
for.voice but otherwise :contain all -of the feature specifications shared by

It is difficult to find a phonological rule which has as its input the class of
voiced nonvowels (class C), while no language appears to require the Clasé
of all voiced segments (class D) in phonological rules. i

Feature counting thus fails to provide an adequate hierarchy of natura]
classes. The most simple class (that is, requiring the fewest features) is the
least natural (judging from the four criteria proposed above); similarly, f
least simple class is the most natural (see Chen, 1973a:226).

Another indication of the weaknesses inherent in the feature-counting
approach to natural classes is found in cases where opposite feature valugs
define classes of differing degrees of naturalness. For example, the class of
[ +nasal] segments in many languages includes /m/, /n/, and [n/. This class
is considerably more natural than the class of [—nasal] segments, which
includes non-nasal stops, fricatives, affricates, glides, liquids, and vowe
While the following commonly attested rule of vowel nasalization reveals
that /m, n, 1/ constitute a natural class,

m » . . ..
5 VaV/_ln or V- [+nasal]/ __ [+nasal] yoiceless and voiced obstruents. Frequently, it is the opposition ‘member
1 which “lacks” some phonetic property (in the sense of Trubetzkoy’s privative

- oppositions—see 2.2.2) which is found in the position of neutralization,
Thus, Trubetzkoy (1939) distinguishes between an archiphoneme plus null
“(unmarked member of the opposition, for example, /t/ in German) and an
“archiphoneme plus a certain feature (marked member of the opposition,
for example, /d/ in German). ‘ , ,

In general, then, the unmarked member. of an opposition is found in
- positions of neutralization. Translated into distinctive features, according to
this view, the + value will usually be the marked value (since it indicates
.~ the presence of some phonetic property in privative oppositions), while the
— value is the unmarked value (since it indicates the absence of some phonetic
‘property in privative oppositions). However, this is not always the case. For
example, some languages exhibit an opposition between oral and nasalized
vowels only after oral consonants (for example, Nupe and some dialects of
Chinese [Yen, 1968]). Thus; the following oppositions are found in Nupe
(Hyman, 1972a:186):

<. [ba]l “to cut’ [da] “to get wet’

[ba] - ‘to break’ [dd] ‘“to be in’

[m3] ‘to give birth® ~ [nd] ‘to shine’

itis hard to imagine a phonological rule affecting all segments except/ m, n, 1/,
Similarly, the feature [+ glottalic] may define a class of implosives in a
language (for example, /B/ and /d/). While these segments do constitute a
natural class and are expected to function together in phonological rules, the
class of [ —glottalic] segments, that is, all segments except the irnplosives,',»,i's
not natural. This asymmetry in the feature specifications characterizes most
oppositions which were defined as privative by Trubetzkoy (see 2.2

That is, whenever a class of segments carries a “mark” which other segments
do not carry, the “marked” class is a natural one, but the “unmarked” class
is not as natural (and in fact can be quite unnatural). As will be seen below,
the theory of markedness developed by Chomsky and Halle (1968) is an at-
tempt to remedy some of the problems created by feature asymmetries.

5.1.2 Natural Segments

Since the evaluation of natural classes by feature counting failed to
take account of the “intrinsic content” of the various feature specifications
being evaluated, phonologists turned their attention next to natural segments.
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As seen in these examples, /aj and /4] contrast after the oral stops b/
/d/ but not after the nasal stops /m/ and [n/. Instead, only nasalized VoW
are found after nasal consonants. In other words, the vowels /a/ and /3] ap,
neutralized after nasal consonants as [4].> Must we therefore conclude thy,
/é/ is unmarked and /a/ marked? ,
What is important is that the expected member of an opposition should
viewed as unmarked in a specific environment. Thus [p, t, Kk, f, s/ are up
marked syllable-finally but may be marked intervocalically, since map
languages show a tendency to voice intervocalic consonants. The nasalizatig,
example in Nupe shows, however, that marked does not necessarily mean &
nor does unmarked mean —. '
In the Prague School conception, markedness was a language-specifi
property. While later phonologists have emphasized the universality o
markedness judgments (for example, /t/ is universally unmarked, /d/ unj
versally marked), the evaluation of an opposition as one between mark
and unmarked members depends crucially, in Prague School phonology,

on the presence of neutralization. Trubetzkoy (1936:192) states this principl
as follows: : ’

= essentially the same position:. “Where the phonologist has not found
“iy peutralization, he can of course indicate the existence of two parallel
nonological series, but would be better off not to speak of markedness and
archiphonemes.” [translation by L. M. H] '
“The assignment of markedness values is not always as stra1ghtf9rward as
it may seem, however. Martinet (1936) argues that /t/ is marked. 1n‘ Frenct:
_and /d/ unmarked. He cites examples suc¥1 as [metsg] medecin docto;',
where he claims that the [t] is lax and unvoiced. Normally, /t/ and /d/ have
_the following feature specifications in French:

1 1d/
—voice +voice

‘ [-}-tense] [——tense]
Thus, from a logical point of view, ft/ could be unmarked (b.ecause it lacks
voicing) or marked (because it is fortis, or [ +tense]). Martinet argues for
the second interpretation.
“"In ‘addition to the above problem in analyzing markfadness vall.le.zs, a
“further problem arises when there is neutralization in two.different posmf)ns,
and when the phonetic realizations in the two positions are not identical,
Such an example is found in German. We have already seen that /s/. arfd
/2] neutralize in syllable-final position as [s]; /s/ and /z/ also neutralize in
word-initial position in German, but this time as [z]. Just as no vxfor'ds end
with [z] in German, no German words begin with [s]. In fact, it is or‘xly
_intervocalically that /s/ and /z/ contrast, for example, reissen I;ra1§9n] to
tear’ vs reisen [raizen] ‘to travel.” On the basis-of the final n.el.ltrahzatxon, one
might suggest /s/ as the unmarked member of the opposition, but on the
basis of the initial neutralization, /z/ would be the unmarked member. In
‘brief, then, in Prague School markedness, as in other approaches, there
are indeterminate cases which do not fall neatly into place.

5.1.2.2 Universal Markedness - The notion of markedness developed
by the Prague School has been elaborated and applied in‘ a number of ways.
To Praguians, markedness is defined in a language-specific way. Of course,
it 'may be possible to look for universal tendencies in the way markedfand
unmarked values are assigned cross-linguistically, and in fact, such a.study
has been begun by Greenberg (1966b). On the other hand, the exact usage of
the term “‘marked” has not been uniform. ,

At least four interpretations are assigned to the term “marked.” The first
view of markedness is that something which is marked is characterized by
the addition of something, for éxample, /k"/ carries lip-rounding, while [k/
does not. In distinctive features it is [ +round].

‘ A second view of markedness is frequency. The unmarked member 9f an
_ opposition occurs more frequently than the marked member. Thus Maddieson

I emphasize that unmarked and marked members of an opposition exist onl
in the case of neutralizable oppositions. Only in such cases does the distinctio
between unmarked and marked members of an opposition have an . objectiv
phonological existence. Only in this case is it possible to determine the feature of
a phonological opposition with complete objectivity and without the assistance of ;
extralinguistic means § investigation. If a phonological opposition is constant.
the relationship between its members may. sometimes be thought .of as a r
lationship between unmarked and marked. However, this remains only.a logical’
or psychological fact but is not a phonological fact; [translation by L. M. H.] =

In this passage, Trubetzkoy’s view of the phoneme as a phonological (rather
than phonetic or psychological) reality becomes evident (see 3.2). In a language
such as Nupe, which never neutralizes /p/ and /b/, there is no phonological
reason to speak of /b/ as being marked. In English, on the other hand, since
/p/ and /b/ are neutralized as [p] after /s/, for example, spin, this constitutes
a phonological criterion for labelling /b/ as marked and /p/ as unmarked.
Phonetically, of course, /b/ carries voicing while /p/ lacks voicing. Also,
speakers may “feel” that /b/ is marked, in that it is phonetically more
complex. However, because of Trubetzkoy’s position on phonological reality,
the solution must be dictated by the sound system and not by universal
phonetic or psychological criteria. According to him, where there is no
language-specific evidence for setting up a markedness contrast, such an
analysis is unwarranted. Martinet (1936:52), a disciple of Trubetzkoy, sums

* A low-level rule converts [4] to [3] (see 43.1.24).
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Wmle generative markedness theory has its roots in Prague Sci'mol phonology,
there is at least one crucial departure: to generative phonologists, markgdnes.s
values are universal and innate. Voiceless stops, as suggested by the 1m.ph-
. cational universal of Jakobson (1941), are universally less markec.i thanvoiced
stops, voiceless fricatives, etc. (see 5.1.2.1). Thus, markedness is no longer
treated as a property of the phonologies of individual languages, but rgther as
part of general phonological theory, which aims to capture the Iir}guxstxcally
significant generalizations characterizing sound systems. It derives its support
from studies of universals in language acquisition, linguistic typologies, agd
- finguistic change. Unmarked sounds are said to be generally acquired earlier
* than marked sounds by children. They are also generally required in the

(1972:959) suggests that in a tone language, high tone is unmarked if i
is. more frequent than low tone; similarly, low tone is unmarked if it i
more-frequent than high tone. Proponents of this view of markedness wil
argue that faf is the unmarked vowel in a language where it has greater
lexical (that is, in morphemes) and textual frequency than other vowels.

A third view of markedness is neutrality. In French, the epenthetic (in--
serted) vowel occurring nonetymologically as in Arc de Triomphe [arks-d
tri3f] is [2]. Thus, schwa is the unmarked or zero (neutral) vowel in French,
as opposed to [i] in Nupe (Hyman, 1970b) and [u] in Japanese (Lovins,
1973). As seen in the following examples (taken from Lovins, 1973:123),

ENGLISH  JAPANESE “inventory of sounds of a language before marked sounds can be added. In
paprika papurika linguistic change, sounds are seen as chaqging f.rom*marked to unmarked
public  paburikkn (for example, a context-free change from 1mp1031.v_e d to [I]) or from un-
pulse  parusu marked to marked (for example, the context-sensitive change of *V to v

pefore nasal consonants).

the vowel [u] is generally inserted in Japanese when English words with
unacceptable consonant sequences are borrowed.* This also applies when .
the English word ends in a consonant, since Japanese permits only /n/ in
final position.
A fourth view of markedness states that the unmarked member is the
productive or regular one. In English, the unmarked (regular) pattern for.
di-syllabic nouns is to have stress on the first syllable (for example, climax,.
sérpent). In this fourth view, exceptions such as ellipse and cemént are marked
with respect to stress.® '
5.1.2.3 Markedness in Generative Phonology Starting with Chomsky.

and Halle (1968, Ch. 9) and Postal (1968, Ch. 8), markedness theory has
come to play a central role in generative phonology (see also Cairns, 1969).

* There are two exceptions to the generality of epenthetic fuf in Japanese. First, i/ is fre- -
quently found instead of fuj after palatal affricates, e.g., English march becomes
Japanese [matil, and sometimes after palatal fricatives as well, e.g., English brush becomes:
Japanese [burasi] (Lovins, 1973:122). The second exception occurs after /t{ and {d/. Very
frequently, since Japanese converts jtu/ and /duf to [t*u] and [du), the vowel fof is used as
an cpenthetic vowel after these consonants, e.g., English. stroke becomes Japanese
{sutorooku}. While the inserted vowel is sometimes [i] and sometimes [o], it is quite clear
that unless the preceding consonant exerts a contrary effect, the inserted vowel will be fuf,
which, it should be noted, tends to be pronounced [w], i.e., [—round]. :
5 Chomsky and Halle (1968:147-148) attempt to explain the irregularity of these forms by
adding a final vowel. Their underlying forms are /élipse/ and /sémente/, where &/ is a tense
mid vowel which by rules of vowel shifting and diphthongization will become [iy] (see-
3.3.4). Since stress is expected to fall on the penultimate syllable (i.e., second from end), as
in climax and serpent, the same rule will assign a stress to /&lipse/ and [seménte/. Finally,
a later rule is needed to delete word-final /ef (which by a vowel-reduction rule would be-
pronounced [3] just prior to deletion). ‘

In their epilogue, Chomsky and Halle (1968) propose that pluses and

: minuses be replaced by #’s (for unmarked) and m’s (for marked) in underlying
representations. This theoretical reorientation is designed to resolve certain
difficulties in the older approach. For instance, we saw in 5.1.1 that feature

counting does not always lead to the establishing of clear natural class.es.
As a further example, compare the two natural classes given below, which
are both statable using alpha notation (4.3.1.2.5):

- aback

oround
~low

SV

[ aback
ohigh
L~ low
A\

eg., /i, e, u, of

e.g., fe, &, u, wf

- The ﬁ‘rst class of vowel segments is one which frequently needs to be specified,

as ‘was seen in the discussion of morpheme structure conditions in 4.2.1.2.

" The second class is highly unnatural and unexpected in languages. However,

if the relative naturalness of these two classes is assessed in terms of the
number of features required to specify them, we would have to conclude that

.the two classes are of equal naturalness, Since we know that this is not the
‘case, the evaluation measure must be either revised or discarded.

To remedy this situation, Chomsky and Halle (1968) introduce marking
conventions which are designed to evaluate the “intrinsic content” of the
features. These conventions will judge [aback, around] as more highly
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valued than [aback, ahigh], etc. Consider, for example, their marki
conventions X and XI for vowels:

X  [uback] - [+back]/ [Flow]

X1 aback
[u round] — [oround] / [—low ]

[-round]/ [+Iow] | b

Convention X says that the unmarked (expected) value of the feature Back
is [ +back] if the vowel is [ +low]. The reason for this is that the unmarked
low vowel is /a/, which is [ +back]. This vowel is more common and basic
than the [—back] vowel /&/ or the [+round] vowel /o/ (which is also

[ +back], however).
Convention XI says that the unmarked value of the feature Round is

(part a) identical with the feature specification for Back if the vowel is

[—low], or (part b) [ —round] if the vowel is [ +low]. With the introduction
of convention XI, the underlying specification for the vowel /i/ is now
[—back; uround, —low], just as the vowel /u/ is now [ +back, u round,
—low]. In this new version of the theory, pluses and minuses cost one point
each, as do m’s. But u’s are costless. Therefore, the above convention allows
us to substitute a u for a + or — and thereby decrease the lexical complexity
of items having the vowels /i, €, u, o/. ;

On the other hand, a vowel which is [ ~1low] but which does not have the
same feature value for Back and Round will be marked for the feature
Round. We therefore have the following possibilities:®

hi, ef 14, of fu, of fu, of

—back —back +back +back
u round mround mround u round
—low —low —low —low

v \'% \'% v

While vowels which are [ —Iow] but not [aback, around] will automatically
cost more than those which have the agreeing specifications for backness
and roundnegs, there is no convention which assigns less cost to a [—low]
vowel which is [aback, ahigh]. That is, there is no convention corresponding
to Chomsky and Halle’s convention XIa. Thus, this combination of alpha
variables will automatically cost more than [aback, around], and the eval-
uation measure is thereby retrieved. Furthermore, as Chomsky and Halle
(1968:403) note, since the marking conventions are universal and not part of

¢ Chomsky and Halle put off any decision about whether [—back] or [+back] is less
marked for nonlow vowels; see, however, Chen (1973a:232), who suggests that [u back]
should be [ back] for [—cons] segments.
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gn individual phonology, they are not assigned any cost, just as the brace
_and arrow notations are free and clear.

Turning to part b of convention XI, it is observed that the unmarked

value of Round is [ —round] if the vowel is [ +low]. This results from the
~ fact that /a/, which is [ —round], is the unmarked low vowel. The vowel /5/,
on the other hand, will be marked [mround], costing more than the
: [uvround] vowel fa/. . .

This same approach is extended to a variety of features in 39 tentative
marking conventions (Chomsky and Halle, 1968:404-407), for example, to
the various places of articulation (where labial and dental articulations are
less marked than velar articulations), to manners of  articulation (where
- [ucont] is usually [ —cont]),” and to nasality ([u nasal] — [ —nasal]).

5.1.3 Natural Systems

Having provided these marking conventions by which. the s and

: ym’s of underlying forms are converted into pluses and minuses, Chomsky

and Halle turn to the naturalness of systems. Their concern is to account

" for the naturalness of vowel system (a) and the unnaturalness of vowel
system (b):

(a)y i u (b) i w
; € o A
a o« a

The set of marking conventions they give for vowels deﬁnes the following
matrix for the various vowel sounds examined:

a i u & 9 e o i w & . A

low . 4 u m m u _ u wu u m u -u
high U 4w u U m m uwu - u uwu m m
back u - o+ m u - 4+ -+ m - -+
round ‘u u u u m u u m m m ““‘m m

 From this table it is clear that /a/ is the unmarked vowel. This is well suppoFted
~_from acquisition studies, where [a] is found to be the earfiest acquired

vowel, as reported by Jakobson (1941). Cross-linguistic typological studies
of vowel systems also reveal that /a/ is apparently never lacking in any
language.

The vowels /i/-and Ju/ are considered to be only slightly marked, with a
markedness value of 1 each, and the naturalness of these segments, as
revealed by the marking conventions, accounts for the frequently attested

7"The one exception mentioned by Chomsky and Halle is when a segment occurs bet:ore a
““true consonant,” i.c., obstruent or nasal. In this case the unmarked consonant is /s/,
which is [+cont].
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triangular vowel system /i, u, a/ (Jakobson, 1941), which children construct 4] as the unmarked  three-vowel system, can al§o be captun?d b5f a
early in their development. These vowels are also quite frequent and occy; nﬂc’f’k‘ One could state that befc?re any segmgnts \ylth an m spec;ﬁcatl_on
in nearly all languages. A number of vowels have a complexity of 2, and ¢hoscn, the two vowels not having an m specification (/if and fuf), which
the last three vowels have a complexity of 3. ~ e marked respectively .[-—back] and [ +back], must be chosen. In other
Chomsky and Halle (1968:409) propose the following principle to accoun “',mds,kfeature counting 1s Feplace‘ab'le by other notions. ‘

for natural vowel systems: “The complexity of a system is equal to the sum " Of course, one problem is t.hat it is not always t:lear which of two syster;'is
of the marked features of its members.” Thus, returning to the two five-vowe ' (for example, vowel systems) is more natur'al or highly valued. For example,
systems, fi, e, u, 0,2/ has a complexity of 6 (1 +2 + 1 + 2 +0), while - - of the following two vowel systems is more expected?

whic
Ji, e, w, A, a/ has a complexity of 10 (2 + 3 + 2.+ 3 + 0). The first vowe

. 4 i u i u
system is therefore seen to be more natural than the second. A 3 ¢ °
However, there is a problem with this procedure, as Chomsky and Ha a x a

note, since the vowel system /i, 1, u, ur,a/ has a complexity of
(1+2+1+2+0),yetisnot as natural as the vowel system /i, e, u, 0, a/,.:
which also has a complexity of 6. A second principle is therefore required,
The difference between the two systems is that the more natural system,
after choosing the three least marked vowels /i, u, a/, chooses the vowels /e/ '
and /o/, which are marked with respect to height only. No judgment is made -
about whether [ +back] or [—back] is less marked for nonlow vowels
(see footnote 6). Thus /if and /e/ are entered simply as [ —back] and /u; and.
fo] as [ +back].® b

The second system also chooses the three least marked vowels fi, u, a/ and.
then chooses the vowels /iif and fwi/, which are marked not for height; as
in the case of Je/ and o/, but rather for roundness. In other words, what
makes /e/ and /o/ more marked than /i/ and /u/ is that they are [—high],
rather than [ +high]; what makes /ii/ and /w/ more marked than /i/ and /u/
is that /ii/ is [ +round] rather than [ —round] and /w/ is [ —round] rather
than [ +round].

While the two systems have an equal complexity, it is clear that the system
with Je/ and /o/ is more natural and expected than the system with /ii/ an
fur/. Since counting marked features does not reveal this difference in
naturalness, another principle is necessary, which Chomsky and Halle (1968
410) state as follows: “No vowel segment can be marked for the feature
‘round’ unless, some vowel segment in the system is marked for the feature
*high’.” This condition, as stated in absolute terms, rules out a vowel system
A, 4, v, w, af; stated less absolutely, it correctly accounts for the relative
unnaturalness of this system as compared to /i, e, u, o, a/. .

Chomsky and Halle suggest that other such conditions may be needed.
However, since there will be a number of principles, it is likely that the pro-
duct of markedness feature counting, namely, the correct specification of

The system on the left has the unmarked three-vowel system, but ?Iso the
corresponding three nasalized vowels /i, §i, /. The system on ’the right has
' {he unmarked five-vowel system, but also the ‘{owei [l In terms of marked-
ness, the first system has a complexity of 5 (since [u r}asal] is [ —nasal] f:or
all segments), while the second system has a complexity of 8. Both are six-

yowel systems, and yet it is not clear how nasalized vowel§ should be evaluated
with respect to other relatively marked vowels. Accordu')g to Chomsky ar'xd
‘Halle’s conventions, f&/ has a complexity of 1, that is, [m nasgl], ‘whxlc
_fifalsohasa complexity of 1. The same procedure of f«::ature counting wou_ld
Jead one to conclude that the vowels fe/ and fol, whlc'h have a'complexlty
of 2, are more marked (that is, less natural) than Ja}. This conclu§1on appears
{0 be false, since the vowels /e/ and /o/ are more widely attested in languz}ges
than is /3/. It is even more clear that /i/ is not equally marked with f.il, since
fi} is one of the vowels which is found in almost all languages, while /3] is
“pot found in most languages. .

- What this means is that [m nasal] represents more of a cqmplezuty tha_n,
“say, [m high]. We are therefore faced with either assigning differential
coefficients to the various features Nasal, High, etc., or seeking anothi_:r
_¢ondition or principle which would explain the greater complexity of certain
nasalized vowels over certain oral vowels. It must be borne in mind, hows:v:er,
that some vowel systems may simply not be comparable, since their organizing
principles are so different. Chomsky and Halle (1968) were careful to com-
~ pare systems such as /i, e, u, 0,3/ and /i, i, i, wr, af, where the parameters
are relatively ‘constant, that is, front/backness, height, and r.oundness.
 Introducing the parameter of nasality is not directly comparable, just as the
" introduction of retroflexion, pharyngealization, or tense/laxness may not be
- While certain segments are less natural than others, it is not likely that this
~ observation will lead to a foolproof formula for evaluating the naturalness
of systems.

8 Recall that roundness is predictable from the specification of Back—i.c., [u round] is . . .
: ‘ The reason for this is that the complexity of a system is not a function of

[—round] for nonlow [— back] vowels, and [+ round] for nonlow [+ back] vowels.
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the complexity of the segments contained in it—at least not directly. Rati
natural classes and systems are natural because of the relationship betwes
the segments. Consider the following matrix of #’s and m’s, provided f'

th ¢ and d also add up to systems of a complexity of 11:
ept k dp tk

consonants by Chomsky and Halle (1968:412): b s X f s ®
n 1 m n

Bt k.obod g o s * omen , ‘Féature counting fails to reveal the naturalness of a and b as opposed to
ant u v . m uw u©u m v u m u u ¢ and d. The latter two systems are unnatural because, unlike a and b,
cor R T AL T L L they are not organized according to principles of optimal contrast. The
32?; z 3 z ; ?n um ;n ::1 ? 3 3 systems in ¢ and 4 have arbitrarily incomplete series, for example, /s/ and
nasal W U ®w. u. . u W @ - w 8w m.m Jx/, but no /f/; [b], but no /d/ or /g/. Thus, although ¢ and d contain
segments of equal naturalness to those in a and b, the resultmg systems

Complexity 1 1 1 2 2 2 2 1 2 1

s

are not as natural,

Conversely, classes of segiments can be equally natural even though they
involve individual segments of greatly differing markedness values. The class
_of voiceless stops /p, t, k/ has a complexity of 3; the two classes /b, d, g/ and
[, s; x/ each have a complexity of 6, since voiced stops are marked for voice
and voiceless fricatives are marked for continuance. The class of voiced fric-
atives /v, z, Y/ has a complexity of 9, since these segments are [m voice] and
[m cont] However, each of these four classes is equally natural. A class (or
_system) is not defined by the complexity of the individual segments, but
rather by the relationship between them. The segments /b/, /d/, and /g),
- which are implosives, are highly marked and unnatural. Their occurrence in
languages is considerably more restricted than that of any of the other classes
‘discussed above—in fact, /g/ is very rarely attested (Greenberg, 1970).
However, if a language has these three implosive sounds, they constitute a
*class of equal naturalness to the class of voiceless stops.

A number of observations ¢an be made from this matrix. First, unmarke
consonants are noncontinuant and unvoiced. That is, /p/ is considered to
less marked than either /b/, which is [m voice], or /f/, which is [m cont
Second, anterior (labial and dental) consonants are less marked than no
anterior (palatal and velar) consonants. Thus, /p/ and /t/ are [u ant], whi
/k/ is [m ant]. Finally, no decision is made about whether the labial positio
is more or less marked for non-nasal stops than the dental position. Thus,
in the case of the front/backness distinction in nonlow vowels, the featu
value for Coronal is entered as [ —cor] for /p/ and /b/ and [ +cor] for /
and /d/.°

By the conventions Chomsky and Halle propose, there are five consonan
which are marked for one feature only, namely. /p, t, k, s, n/, about whi¢
they remark: “It is significant that these five consonants are rarely absent
the phonological system of a language” (1968:413).

This minimal consonantal system can of course be reinforced by consonan
having a complexity of 2 each, as in the following two systems:

5.2 Natural Rules

apt k b p t k
bdsg f s x With the introduction of markedness theory into generative phonol-
s oA ogy, it became possible to formalize not only the naturalness of segments and
n

- _systems, but also the naturalness of phonological rules, thereby distinguishing
linguistically significant generalizations from spurlous or nonsignificant
ones. The first attempt to deal with natural rules was in the framework of
linking conventions.

Each of these two eight-consonant systems has a complexity of 11. Each also
appears to be a natural system. While a has established a voice contrast;
b has established a stop/fricative contrast.as well as a nasalforal contrast
in two positions. The low figure of 11 reveals this naturalness. However,

.

5.2.1 Linking Conventions

Chomsky and Halle (1968:401) express the view that in the following
examples the a rule is more natural as a phonological process than the b ruIe:

2 Schane (1973a:113) suggests that /t/ is the unmarked stop and that [u cor] is therefore
[+cor] for consonants. Chen (1973a:230), on the other hand, suggests that labials are
unmarked in syllable-initial position, while velars are unmarked in syllable-final position.
Dentals are intermediate in both positions. It should be clear that the specific content of the
marking conventions is constantly undergoing revision.

6a i-u 7a t-s
6 i w 7 t->0
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However, as they point out, it is the rules in b which are simpler in term
the number of distinctive features required to specify them:

6’a  [+high]l = [ +back
v +round

6b  [+high] ~
A\’

Ta +ant| | +cont

+cor +strid

b +ant
+cor
C

[+back]

] - [+cont]

Rules 6’a and 7'a each require one more feature than rules 6’b and 7’b.
Chomsky and Halle’s judgments concerning the relative naturalness of thes
rules are correct, there appears to be a discrepancy between naturalness an

simplicity. The more general rules in b, as judged by the fewest features, are:

not the more expected ones.
In order to remedy this inadequacy in the theory, Chomsky and Hal
propose the notion of linking conventions. What makes 6a more natural than

6b is that the unmarked value of Round for nonlow vowels is identical with

the specification of Back (sée 5.1.2.3). What makes 7a more natural than 7

is that the unmarked value of Strident is [ +strident] for nonback fricatives

and affricates (see below). Chomsky and Halle propose that rules 6a and
be rewritten as follows:'®

6’a  [+high] » [ +back
A' u round

7Ta +ant +cont
-_’ -
+cor u strid
C

In the reformulations in 6”"a and 7”a, [+round] has been replaced by’k
[u round] and [ +strid] by [u strid]. This new formalism says that when a

feature is changed (for example, [—back] to [+back] in 6"a), all other

features which are dependent upon this feature change for markedness:
specifications can be changed to their unmarked value without adding any

cost to the rule. Since [u round] is interpreted as [ +round] when a nonlow

1% Chomsky and Halle actually leave fu round] unexpressed in ‘the formalization of such

a rule. When a [+ high] vowel becomes [+back], the marking conventions automatically

change the value of the feature Round to [—round] by means of linking, We shall in-
corporate [u round] into the rule formalism so as to avoid confusion with the pre-marking’

convention feature-saving formalisms discussed in 4.3.1.1.
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swel is [ +back], 6"a “links up” with this marking convention and converts

1 if to [u].

Similarly, 77a links up with the marking convention for stndency, glven

- pelow (Chomsky and Halle, 1968:407):

xXVH [ strid] /|[+son] ’ a
':_é-x—ﬁ] b
[u strid] - 4 - |L—cor

[astrid] /[ odelrel |
[+ant] '3
{ || [+cor]

Part ¢ of this convention states that stridency agrees with the specification
~for delayed release when the consonant is either [+ant] or [ +cor], that

is, when the primary point of articulation is prevelar (labial, dental, palatal).

. Affricates and fricatives are [+del rel] and so the unmarked value for

Strident is [ +strid] for these consonants. Since 7"a changes /t/ to a fricative,
that is, [ +cont] (and redundantly [ +del rel]), it automatically “feeds” into
marking convention XXVIL Thus, in the rule converting /t/ to [s], Strident
can be entered as [u strid] and therefore not be counted - by the simplicity

-~ metric.

Having reformulated rules 6’a and 7’a as the simpler rules 6”a and T"a,
the question now arises: how do we formulate rules 6'b and 7'b in this new
framework? In order to show the complexity of these rules relative to rules

~6'a and 7'a, it is necessary to somehow block the application of linking.

Thus, the feature values [m round] and [m strident] are incorporated into
the rules, as seen in 6”b and 7"b below:!! -

6d [+high] - | +back
; A\’ mround

7b: . { +ant +cont
e +cor| ~ | mstrid
' C

Although there is no change in the feature specification of Round in 6”b,
it is necessary to state the [m round] specification to the right of the arrow in
order to correctly evaluate 6”b as costing 4 features, as opposed to the more
natural 6”a, which costs 3 features (recall that [m F] costs one point, while

11 Instead of [m round] and [m strid], which require an interpretation by means of the

“-marking conventions, Chomsky and Halle use [—round] and [-strid], which will be

automatically more costly than [u round] and {ustrid] in rules 6%a-and 7”a. Postal (1968:
184--185), however, discusses the use of [u F} and [m F} on the right of the arrow in phono-
logical rules. We shall follow his proposal, since it creates less confusion with the earlier
formalisms (see note 10). .
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ass,milamry processes which are unnatural. He Qropose.s that in tpe m.eta-
(heory the n or “natural” value of a feature will be listed for.~any given
eature in any relevant environment. For ex'ampl‘e, t}}e two mtervo.cahc
 gpirantization rules 8 and 9 would be written (ignoring linking conventions)

45 follows:

[u F] is costless). Similarly, although /t/ does not undergo a change in }
specification for Strident when it becomes [8], [m strid] is included in ¥
so that this rule will cost § points, while the more natural rule 7”a will
only 4 points. Thus, in this new approach, the rules converting /i/ to [tu
and /t/ to [68] are more complex in terms of feature counting than the rujeg

converting fif to [u] and /t/ to [s]. L +voice
One could, on the other hand, question Chomsky and Halle’s judgmentg 8 [—nasal] =~ [+eont]/V—V
about the relative naturalness of these rules. It is difficult to evaluate thege C

rules without some appeal to the conditioning environments. Perhaps there
are some environments where /i/ is expected to become [w] rather than [y
(for example, before a syllable-final velar consonant, as in Bamileke *ik ~
wk), just as there may be environments in which /t/ more readily becomes
[s] than [6] (for example, before /if). '
As an illustration, consider the case of intervocalic spirantization of
[ —back] voiced stops: :

o[- ,

This rule converts the stops /b/ and /d/ to the nonstrident fricatives [B] and
[8].1* While Chomsky and Halle would characterize these [ —strid] fricatives
as more marked than the [ +strid] fricatives /v/ and /z/, the following rule o
intervocalic spirantization is considerably less natural than 8:

9 [g]am/v;v

Languages only rarely exhibit [v] and [z] as intervocalic reflexes of /bf and
/d/, and usually as the result of secondary modifications, for example, [B
becoming [v]. Thus, the more marked fricatives, that is, those which ar
[ —strid], are more natural and expected in this particular environment.

This, then, points to a shortcoming of the markedness approach to rul
naturalness as first developed, namely the fact that judgments are ustally
made on the basis of the complexity of the segments, and not on the basis of
the process itself (see Vennemann, 1972b). Since [wr] is more marked than’
[u], a rule which yields [w] in its output counts as more marked (less
natural) than one which yields the more natural vowel segment [u].

‘9, +voice] |, [+eont] v
.| —nasal +strid

. The simplicity metric correctly reveals the first spirantization rule to be less

complex than the second, since [B] and [8] are expected intervocalically.
with linking convention XXVII applicable, however, the rules would have to

* pe written as follows:
’ g +voice o +copt /V_V
—naal m strid
‘ C

: o [+voice] - [+cont:| IV_V

—nasal u strid

The linking convention applies to 9” to yield [v] and [z], vyhile the first rule,
‘which yields [B] and [3], includes the specification [m stnc}], f'md therefore
costs more than the second rule. In other words, the lln}cxng approla;ch
provides the wrong relative naturalness judgment in this p‘artlcular case.””
Schachter’s proposal is to replace the pluses and minuses derived by
natural assimilation rules with the feature n (for “natural’”), Thus, the two
“spirantization rules would be written by him as follows:**

4. 8" [-i-voice] o [+cont] IV _V

—nasal n strid
C

‘9" +voice| _, | +cont IV_V
! —nasal +strid
p !

5.2.2 Natural Assimilation Rules

An attempt to look directly at the process, rather than at the com-
plexity of the output segments, is provided by Schachter (1969). Schachter
points out that there are assimilatory processes which are natural and other

13 Tt is, of course, always possible that the marking convention shoulfl be revised, since

Chomsky and Halle point out that their conventions are only tentatxYe. Several of the

major ones (not discussed here) have been revised by Cairns (1969), for mstfmce.

14 That the [~strid] specification may sometimes be needed in the resu]tmg.output‘ of
sich a rule is seen from the common Bantu phenomenon by which [§/ (which is [+ strid])

“is converted intervocalically to [y}, not to the [+strid] fricative [Z]. In the few cases where

the [ + strid] fricative is found intervocalically, there is evidence for a secondary development

12 : . o
The change of /d/ to [8] is, of course, parallel to the change of /t/ to [6] discussed in by which [y] later changed to [Z]

7h above. :
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- While both rules mention the features Continuant and Strident in their outpy
the n, like the u for “unmarked,” is not counted in assessing the complexi
of rules. Thus, rule 8" costs 6 points (counting C and V as one each), while
rule 9” costs 7 points. In order to phonetically convert [n strid] to a plus o
minus, one looks at the list of n feature specifications and finds a statemen
to the effect that the natural value of Strident between vowels is [ —strid],

The real motivation for this proposal is Schachter’s observation that many
assimilatory processes are asymmetric in nature. One such example j
palatalization. While it is a frequent phenomenon for velars to becom
fronted (palatalized) before front vowels, it is not a frequent phenomenon fo
palatals to become backed before back vowels. That is, rule 10 is: natural
while rule 11 is unnatural:

while it is unlikely that a one-point difference can distingnish between a
vei'y natural rule 10” and an implausible, perhaps impossiple, ‘rfxle'll', this
, bproach yields the correct relative evaluations in the case just cited. '

- Further investigations of natural rules have revealed the general properties
of frequently occurring phonological processes (see Schane, 1972; Ch'en,
1973a). The study of natural phonological processes has also been the startl.ng
point of theoretical departures from the standard model of generative
‘phonology (Stampe, 1969, 1972a; Miller, 1972; Vennemann, 1972d, 1973).

52.3 The Relativity of Rule Naturalness

Studies into rule naturalness have revealed both the asymmetrical
: f"nature of assimilatory rules and the relativity of naturalness as a criterion for
rules. The general form of an assimilation rule is seen in the following
formula:

12 X- [oF]/ [oF]

Y

10 k—=&]__{,e &}
11 E->k/__{uo0,a}

Numerous languages convert /ki/ to [&i], while apparently no language
converts /€u/ to [ku]. When we attempt to formalize these rules in terms of -
distinctive features, two equally well-motivated rules involving the same
. number of features result: :

A segment X acquires the same feature specification as some feature F in the
environment of a segment Y having that feature value. What this means is
“that X can become [ +F] in the environment of a Y which is [+F], or can
‘pecome [ —F] if Y is [~ F]. However, many rules which are of this form are
strikingly missing from phonological descriptions. One example we have
already seen involves the failure of /& to become [+back] (that is, [k])
“before a [ +back] vowel. Another example of this type involves nasalization
and’ denasalization. ‘ ,

One of the most natural rules in phonology is the nasalization of vowels
before (or after) nasal consonants. As seen in 13,

10" [+back] = [-back]/ .. [=back]
C v

11" - [—-back] - [+back]/ _ [+back]
C A\

Both rules involve 5 features, and yet rule 11’ should be evaluated as in
finitely more complex and unnatural than rule 10’.
With this prot?lem -in mind,. Schachter (1969) proposes the introduction' of 13 V o [+nasal] / — [+nasal]
the feature specification n (discussed above), which is evaluated as having » I's!
no cost in feature counting: : FE L ) .
this rule is formally an assimilatory process, since a vowel acquires the feature
specification [ +nasal] before a consonant which is [ +nasal]. The denasal-
ization of a consonant before an oral vowel is a less natural rule. While
The revised rule in 10” now states that a back consonant takes oh the natural an/ quite naturally is realized phonetically as [4n], it is a rare occurrence

feature value of Back, in the environment “preceding a front vowel.”  to find /na/ pronounced [da]. As seen in rule 14, however,

Included in the necessary interpretive conventions will be one stating that the - 14 C > [~nasal]/ — [—nasal]
n value of Back is [ —back] before [ — back] vowels. The rule as now written L v

then carries a complexity of 4 (since 7 does not count), while the rule written
as 11’ requires 5 features and is now formally more complex than the more
expected rule. Notice that rule 11’ cannot be rewritten as in 11”:

10 [+back] - [nback]/._ [—back]
C A%

.- this too is of the form of an assimilatory process. However, this and other
such assimilatory processes are not found, or are rarely found, in languages.
In other cases there are assimilatory rules which are each natural but differ
in their degree of naturalness (frequency, expectancy, etc.). Chen (1973a),

117 [-back] — [n back]/ ... [+back] S
C “‘Stampe (1972a), and Vennemann (1972d) have pointed out that palatalization

v
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and nasalization are highly dependent on vowel height. Consider, for examﬁ
the two palatalization rules 15 and 16:

15 k->¢/ i
16 k—o&/_ {‘}

4]

qule 17 is more natural, although 18 is simpler in terms of feature qoxl.nting.
In his investigation of Chinese dialects, Chen reports that some 'dla_lle,cts
pasalize only /a/ in this environment and that vowel nasalization typically
pegins with this low back vowel. In other words, before any other vowel can
pecome nasalized before a nasal consonant, it is necessary for Ja/ to nasalize.
This view has been confirmed in the experimental work of J.Ohala (1971.), vsfho
reports a greater propensity to nasalize among low vowels. Vowel nasalization
thus appears comparable to consonant palatalization, except that the tendency
to extend the nasalization process to all vowels is much greater than the
tendency to extend the palatalization process to all front vowels, Most
' languages appear to extend nasalization to nonlow as well as low vowels,

~pecause of timing factors involved in the lowering of the velum. While the
'~ study-of rule naturalness is in its infancy, it is clear that naturalness is not a
- pinary property. Rules are more or less natural or more or less unnatural,

In 4.2.2, it was argued that rule 16 is more simple (general) than rule 15
Thus, when these rules are formalized using distinctive features, rule 16’45
judged to be more highly valued than rule 15’ by the evaluation metric:

, L +high
15 [+ bé.ck] [—back]/ _ [—back]
v

16’ - [+back] » [—back]/ _ [—back]
C v

Rule 15’ requires 6 features, while rule 16’ requires only 5. However, rule
15/15’ is clearly more natural than rule 16/16’, since it is found with greater
frequency in the world’s languages. As in the case of natural classes, a
conflict is apparent between maximally simple and maximally natural rules,
The more simple rule is less natural, and the more natural rule is less simple.

The palatalization case is particularly revealing of the factors at work in
determining the naturalness and simplicity of a phonological process
Palatalization is more natural when it occurs only before /i/ because the
vowel /i/ is more fronted than the vowels /e/ and /=/. Since /if has the highest
tongue position of front vowels, the process of palatalization will always take
place first before /if/. Many languages stop the palatalization process here
and this accounts for the great frequency of palatalization before /i/ on
On the other hand, some languages extend the palatalization to other fron
vowels, such that /k/ becomes [&] before /e/ (fairly frequently) and even
conceivably before /&/ (rare, but attested, for example, in French). The higher
a front vowel, the more palatal it is, and the more likely it is to palatalize a.
preceding consonant. Thus, /i/ is more palatal than /e/, which is more palata
than /e/, which is more palatal than /e&/. This hierarchy must be reflected in .
phonological theory if the correct relative naturalness values are to be assigned
to the various rules of palatalization. : e

A similar example revolves around the nasatization of vowels, as studied-
by Chen (1973a). Chen points out that, of the two rules 17 and 18, ‘

17 +back
+low

5.2.4 Strengthening and Weakening

Schane (1972) mentions, in addition to natural rules of assimilation,
natural rules whose function is to preserve or create preferred syllable
structures. It is often observed that consonants and vowels are subject to
reduction in certain positions within a syllable or word, while they are relatively

stable in other positions, often becoming reinforced phonetically. In order to

capture such natural processes which affect syllabic and word structure, the
traditional concepts of strengthening and weakening have been recently
 discussed within the framework of theoretical phonology (Foley, 1970;
" Vennemann, 1972a; Hooper, 1973). In particular, it has been suggested that
different consonant types should be assigned strength values to capture
: ‘k‘phonological relations” between segments, particularly (though not
exclusively) as they function in syllables (see 6.1.1.1 for discussion of ‘the
syllable).
5.2.4.1 Preferred Syllable Structure As pointed out by Jakobson
(1941), the unmarked syllable type is CV, that is, an initial consonant followed
by one vowel. This is the only syllable type which is found in all languages;
in addition, it is the first which is learned in child language acquisition, even
in languages having other syllable types. Other syllable types are more.or
less marked or unnatural. A CVC syllable is somewhat unnatural, though it
is frequently attested in languages. On the other hand, a VCCC syllable is
considerably less natural and is found in relatively few languages.

Evidence for the relative naturalness of one syllable structure over another
is seen from the kinds of phonological processes which are introduced in
order to create or avoid various syllable types. Thus, rules of insertion or
deletion of segments are natural to the extent that they produce more natural

] — [+nasal]/ _ [+nasal] (nasalization of /a/)
C

18 V = [+nasal]/ . [+nasal] (nasalization of all vowels)
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syllable structures. Consider, for example, consonant-cluster simplification

,éf syllables. The resulting syllabification VC3CV is seen to be more natural
in Korean (Kim, 1972:162). As seen in the following examples, ‘ ’

than SCCV. o

- The unnaturalness of CC sequences within syllables should, however, be
qualiﬁed, since some sequences are tolerated much more than others. Thus,
_some languages permit syllable-initial two-consonant sequences, but only if
the second consonant is a sonorant; for example, Ewe allows CLV and CGV
syllables, while Gwari allows CNV syllables. In addition, the syllablf: type
sCV is also attested in many languages. However, here there is good evidence
that a language will tend to eliminate such a structure. Spanish, for instance,
has a rule of vowel insertion of the following form:

19 Japs#i/ — [op$5i] ‘without’
/noks#i/ — [nak$i] ‘the soul is’
fanC#at*al — [an$Zaftta] ‘sat’l®

Korean does not allow syllables to end with a sequence of two consonants,
Thus, when a morpheme ends in two consonants and has a suffixal vowel,
the second of these consonants is assigned to the following syllable, for
example, [op$3i], not *[aps$i]. However, as seen in the following forms,

20 Jops#ta/ - [opSta] ‘there is no’ B P-e[# __sC

/noks#to/ — [nokSto] ‘the soul also’

/ [ ] The vowel [&] is inserted before word-initial sC sequences, as seen in the
anl#kara/ — [an3kaSra ‘sit!’

following examples: :

when underlying forms with final sequences of two consonants are followed
by consonant-initial suffixes, one of the stem consonants must drop (in the.
above examples, the final /s/ and /&/ preceding the # boundary). These con-~
sonants are deleted by a rule of consonant-cluster simplification, since the
syllable structures *[ops$ta], *[noks$to], and *[on&$koSra], which would
otherwise occur, are disallowed in Korean. Since this deletion process changes .
CVCC and VCC syllables to CVC and VC, respectively, it is judged to be
natural, ; ,

While consonant-deletion processes are widespread in languages, other
languages insert segments to optimize natural syllable structures. Consider
the following partial rule of epenthesis in Berber (Saib, 1973):

: 24 /spapa/ - [espapa]l “Spain’
[stufa/ — [estufa] ‘stove’
[skwelaj — [eskwela] ‘school’

Thus, instead of the unacceptable syllabification *[$spa$na], we now have
~the acceptable syllabification [es$paSna] (see Hooper, 1973:166-168).
Rather than a syllable beginning with sC, we now have a syllable ending w_‘ith
[s], which conforms to the pre-existent syllable structure F’f Spanish
(for example, [dos$] ‘two’). Other languages which show a dislike for s(;V
syllables include Hausa, Hindi, and Pidgin English. While Hausa has native
- words such as fuska [flis$ka] ‘face’ with sC sequences separated by an inter-
~yening syllable boundary, syllable-initial sC sequences borrowed from English
must be separated by an epenthetic vowel; for example, [siké:1a] ‘schoolboy’
(from English scholar). M. Ohala (1972:41) reports that the English loanword
 station appears in Hindi dialects as [isteSon], [sote¥on], or [te3on]. Finally,
Pidgin English modifies Standard English stick as [sitik], but strong as
[tron]. Thus, different strategies are utilized to avoid (break up) undesirable
‘syllable structures. _

While rules of insertion and deletion often serve the function of making
syllable structure more natural, and are therefore said to be natural them-
_ selyes, counter tendencies have been noted: in the literature, The following
- 1ule of short-vowel deletion in Yawelmani was mentioned in 4.4.2:

2 [~long]»@/VC__.CV
' v

21 Boof/ __CCV

A schwa is inserted before two consonants which are in turn followed by a
vowel. Examples of the operation of this rule are seen below: ‘

22 /gnu/ — Jognu]  ‘to sew’
[rzu] — [orzu] = ‘tolook for’
/fsus/ — [ofsus]  ‘to be light’
[frra/ — [forra] ~‘tosort out’

The effect of this rule is to cause resyllabification just in case a Berber syllable
would otherwise begin with two consonants; for example, *[$gnu] becomes
[og$nu]. We have already seen in the case of Yawelmani (see 4.4.2) that there
is a derivational constraint against sequences of two consonants within the , ~
same syllable. Berber disallows sequences of two consonants at the beginning ‘However, in converting a sequence VCVCV to VCCYV, the syllable struc-
ture changes from [VSCVSCV] to [VCSCV]. That is, three open syllables
(which, recall, are favored by languages) are changed to a closed syllable

% The symbol {t*] represents a tense or fortis stop, sometimes said to be geminate (or ! ; y R
followed by an open one. The relatively unnatural syllable structure VC is

double); see 5.2.4.2.
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obtained by this rule. In Grebo, the following alternations are found (Inny
1966:3):

SLOW SPEECH ' RAPID SPEECH

The processes illustrated in the above derivation are, respectively,_ (1) in'ter-
yocalic degemination, (2) intervocalic voicing, (3) intervocalic sp?rantlz-atlon,
,'(4),intervocalic sonorization, and (5) intervocalic sonorar.lt deletion. Finally,
it is seen that a form such as [tau] can further develop into [to:] by vowel

pé.dé.is pl(? :bald ?atch’ : coalescence. The above processes are frequently referred to as intervocalic
]]Z;)ddéo Sg ‘22211; weakening. As the form progresses from.lc?ft to right, the intervocalic con-
geda gla ‘divide’ - sonant becomes more and more wea!(, untl.l it ﬁpa!ly drops out. Many of thfase
kpoda kpla ‘sew’ types of weakening occur prevocalically in Finnish, as seen in the following
gbudo gblo ‘roomy’ forms (Skousen, 1972a:571):

fodo flo ‘emptiness’

STRONG FORM (NOMINATIVE) WEAK FORM (GENITIVE)

Grebo appears to be currently undergoing a vowel-deletion (syncope) rule b tapa  ‘custom’ tavan  /tapa-+n/
which a vowel is deleted in the environment C _.dV in rapid speech. Ag pato  ‘dam’ padon  [pato+n/
secondary adjustment, resulting intermediate forms such as pdé and bdo ar sika ‘pig’ sian [sika+nf
modified to [plé] and [blo]. Thus, two CV syllables are now becoming on piippu  ‘pipe’ piipun  /piippu+n/

CLYV syllable. , lantti ~ ‘coin’ lantin~ /lantti+n/
In both the Yawelmani and Grebo cases, vowel-deletion rules have led o o kirkko  ‘church’ kirkon  fkirkko+n/
are leading to less natural syllable structures, assuming that CV is always the
“preferred” syllable. These rules are not motivated by syllable structu ,
considerations, but rather by considerations of word structure. In general 282 p-v/_VCS
consonants are deleted and vowels inserted to facilitate natural syllabificatio : t->d/_VCS$
On the other hand, an unstressed vowel in a word can become reduced k-0/_VCS$
deleted by a weakening process (see 5.2.4.3). Finally, a consonant can 28 pp—p/_VCS$
inserted to separate two vowels (a hiatus) and thereby make two natur: : tt -t/ __VCS
syllables out of a VV sequence. Thus, the following Spanish data fro kk - k/__VCS$
Hooper (1973:182) '

As seen in the following informal rules,

‘prevocalic weakening takes place in Finnish if the following syllable-is

STANDARD DIALECTAL closed by a consonant (the genitive suffix —n in the above examples). We

(Astorga) observe, in 28a, intervocalic voicing of [t/ to [d], intervocalic voicing and

veo veyo  ‘Isee’ spirantization of /p/ to [v] (a secondary development from [B]), and inter-

leo leyo ‘T read’ vocalic loss of /k/, through historical intermediate [g] and [y] stages. In
creo creyo ‘I believe’

28b, geminates become degeminated intervocalically when the following
syllable is closed by a consonant. v ’

On the basis of examples such as those above, we can propose the following
definition of weakening: a segment X is said to be weaker than a segment Y
if Y goes through an X stage on its way to zero.17 Strengthening, on the other
hand, refers to the reinforcement of a segment, as when a nongeminate [r]
‘becomes geminate or double [pp]. Skousen (1972a: 569) reports the following
strengthening rule (in Savo dialects of Finnish),

29 G- GGV _VV

~ which geminates a consonant following a short stressed vowel and followed

show the need for the following consonant insertion rule:
26 Boryle_.o0

The result is two natural CV syllables.

5.2.4.2 Consonant Strengthening and Weakening It has already been:
noted that a consonant is subject to strengthening and weakening processes:
relative to its position within syllables and words. Consider first the following.
changes frequently observed in intervocalic position: '

27  tappu > tapu > tabu > tafu > tawu > tau > to:

16 The syrhbols [¢] and {6] represent the so-called “muffled” vowels found in Grebo an‘d‘

related languages. 71 owe this definition to Theo Vennemann. -
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guages. Skousen (1972b:86), for instance, points out the following alter-
pations between strong and weak consonants in the Adamawa dialect of
“Fula:

'STRONG WEAK

by a long vowel or diphthong, for example, /tékeo/ ‘he does’ becon
[tékkew]. :

As a second criterion for defining strong and weak segments, it is suggested
that stronger segments or segment types are more resistant to weakenin;g
processes. On the basis of this observation and the definition given above

consonant types have been categorized according to strength scales baseq P f
on place of articulation, manner of articulation, and states of the glottig t t
Foley (1970:90), for instance, provides the following matrix of strengt k h
values which are necessary *“for a proper interpretation of the Germanic ay, b v
Spanish consonant shifts™: \ d f
g y | — [=back, V]

4 k* t* p* w/ — [+back, V]
. 3 k ¢t . N . .
phonological strength 2 g d g * Of the six nonimplosive stops, only /t/ does not spirantize, suggesting that it
1 Y & B is not only by its voicelessness stronger than /d/, but also by its dentality

~ stronger than /p/ and /k/. Recall from the Finnish weak consonants [v, d, ]
that /k/ deletes entirely while /p/ voices and spirantizes. Since [t/ only under-
goes one weakening process (voicing) in standard dialects, it can be argued
_that it is stronger here, too, that is, more resistant to loss. Interestingly,

Vennemann’s (1972a:6) proposed relative strength of consonants in Icelandic
shows /t/ stronger than /p/ and /k/, as seen in the following scale:

1 2 3 4 S 6 7 8 strength

1 2 3
phonological strength

The horizontal strength scale arranges consonants according to their placeo
articulation, while the vertical strength scale arranges consonants according
to manner of articulation and voicelessness/voicedness. About verti
strength 4, Foley states: “The phonological elements k*, t*, p* have divers
phonetic manifestation. They may appear as long stops kk, tt, pp (Italian,

2
>

y r 1 m f s p t

Finnish), as aspirates k", t*, p" (English), as affricates k*, ¢, p’ (German),” v n g k
Let us first consider the contention that labials are stronger than dental o

alveolars, which are in turn stronger than velars.. Foley (pp. 88-89) ¢
evidence from Danish and Spanish showing that /b/ is stronger than /d/ .0
{g/. First, from Danish, Foley states that intervocalic voiced.velars an
dentals become weakened, but not labials (at least not until recently)
kage [kaye], English cake; bide [bide], English bite; but kobe [kobe]
English cheap. In the development of Spanish, intervocalic fgf and /d/ bave .
dropped, while /b/ remains (spirantized to [B]): Latin lego > leo ‘I read,’

Perhaps it should not be surprising to see /p/ and /t/ play the strongest role
in different languages, since it will be recalled that Chomsky and Halle (1968)
did not distinguish either the labial or dental position as less marked than
the other (see 5.1.3). However, in Luganda, the following situation obtains:

STRONG WEAK

credo > creo ‘I believe,” but habere > haber ‘to have.’ b B
‘We have already seen, in our earlier discussion of intervocalic weakening, d 1
that geminates are stronger than nongeminate voiceless stops, which are: ] Y.

: g g

stronger than voiced stops, which in turn are stronger than voiced fricatives,
and which, finally, are stronger than voiced sonorants. Thus, Foley’s vertical
arrangement of consonant types seems motivated. Similarly, on the basis o
the examples just seen from Danish and Spanish, the horizontal arrangement .
by place of articulation seems motivated for at least some languages. There '
are, however, two problems which should be singled out. ;

First, this hierarchy is in part language-specific. There is, in particular, -
good evidence that dentals are stronger than both labials and velars in some

‘Of the four places of articulation, /g/ is the only voiced oral noncontinuant
" not to weaken (for example, in intervocalic position, as in [oluganda]).
Since the velar position seems so much weaker than more front articulations
(for example, Chen, 1973b shows that *m and *n merge with *y in final
position), it is hard to predict the Luganda situation from such hierarchies.
While Luganda may very well have once had a weakening of /g/ to [y] and
then lost it, the relative strength hierarchies fail to predict why the velar
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position rather than the labial or dental position should revert back to the

original stop articulation.
The second problem derives from the fact that relative strength values grs

assigned on the basis of weakening processes of a highly specific type. In
particular, not enough attention is paid to the emviromment in which the

weakening takes place.'® The following derivation represents the kind o
weakening which takes place in word- or syllable-final position:

30 ab>ap>at>ak>a?>a

The processes illustrated are (1) final devoicing, (2) final change from labiaj

to dental articulation, (3) final change from dental to velar articulation,
(4) final change from velar to glottal stop, and (5) loss of glottal stop,
Similar processes of “final consonant depletion” are discussed by Marap

(1971) for Burmese, while Chen (1973b) provides the following sketch of nasa}

and stop developments in final position in Chinese:

m n n pt
Pl |
\nIJ \l

\/ \

<—<1—<z""5
i g e PR i B e B
>

v

The labial and dental consonants first merge as dentals, which later become
velar.'® Then final velars weaken to become a weak (almost nonexistent)
nasal on the one hand or a glottal stop on the other. In the next stage, the
weakened nasal and glottal stop fall, leaving respectively a nasalized vowel
and a‘shortened vowel. In the last stage of the development, these vowels
become denasalized and unshortened.

By far the most common final weakening process is devoicing. Since this
process takes /b/ to [p] and then on to zero, [b] must in this environment be
interpreted as stronger than /p/, although in intervocalic position we have
already seen it to be weaker. Thus, such strength scales are sensitive not only
to the variations of individual languages but also to the exact environment in
which the given segments occur, and strength scales such as those of Foley
and Vennemann, if they are to have any use in phonology at all, must be
made relative to a given position of weakness.

18 This is not to say that there are no cases of context-free weakening. One good candidate
may be the following set of frequently attested changes:

E>8§>s>h>0

12 Chen’s model also allows for a merger of dentals and velars before the loss of the labials;
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We have seen two positions in which weakening typically occurs: inter-
ocalically and word- and syllable-finally. In a CVCVC language, these two
gsitions have in common that the consonant appears postvocalically. In a

* language permitting consonant sequences, a consonant can become weakened
pOStvocalically or pre-pausally, for example, both consonants of a VCC
synable are potentially vulnerable to weakening. On the other ll_anfl, stre}lgth-
 ening typically occurs word-initially and postconsonantally, that is, in positions
where a consonant neither is preceded by a vowel nor occurs before a pause.
A simple example from Korean will suffice.??

" 'The following strengthening rule of Korean

/ 31 [—son] - [+tense]/ [-—son]
‘ C .

=cont{ .
C

states that /p, t,k, s, & become tense or fortis [p*,t*, kT, s*, &*] when
preceded by a noncontinuant obstruent, as in the following examples:

32 [sok#taf — [sokt*a] ‘t0 mix’

[EBek+#puthsf — [Sckptuthe] ‘from the book’
/nop#ke/] — [nopk*e] ‘highly’

" This tensing of obstruents will, if anything, make [p*, t*, kf", st, &%) less
vulnerable to weakening and loss; and must therefore be seen as a strengthen-
ing process.

5.2.4.3 Vowel Strengthening and Weakening. We have seen a number
of cases of insertion and deletion rules whose effect is to reduce consonant
sequences within syllables. Schane (1972) mentions rules whose function is t.o
maximize the perceptual distance between segments. A well-known case is
the neutralization of certain vowels in unstressed syllables in some dialects
of Russian, as follows: :

2

i o a stressed

DN

u unstressed

As seen in this somewhat simplified account, there is a five-vowel contrast

fi, e, u, 0, a/ in stressed syllables, but only a three-vowel contrast /i; u, a/ in
unstressed syllables. /e/ becomes [i], while /o/ becomes [a], when unstressed.
While the fact that /e/ moves up in vowel height and Jo/ moves down may
seem to be asymmetric, the result is the unmarked three-vowel s‘yS.tem
/i, u, a/. These three vowels are generally claimed to be maximally distinct
from each other (Jakobson 1941 ; see also Liljencrants and Lindblom, 1972).
Since the absence of stress on a syllable tends to obscure the identity of the
vowel (see 6.2.1.2.3), unstressed vowels may polarize around the most

29 T owe the following rule and examples to Kong-On Kim.
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5.2.5 The Phonetic Basis of Natural Rules

There are probably other kinds of natural rules which do not fit
neatly into one of the above categories. However, rules which linguists
: generally agree are natural all have in common the property of being pho-
" petically motivated. While there may be cases where the phonetic explanation
of a process is not known, in general the rules which are said to be natural
can be attributed to either articulatory or acoustic assimilations or sim-
~ p]jﬁcations. Let us return to a few cases of assimilation as illustrations.
The rules in 34 and 35 are frequently cited as being natural:
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perceptually distinct vowel positions, that is, high-front-unrounded, high
back-rounded, and low—central-unrounded. Thus, rules which maximize the
perceptual distance between segments are natural.

More generally, vowel reductions found in unstressed syllables are seen
weakening processes. In English, unstressed vowels tend to become lax. andf
ultimately schwa, for example, away [ow€], conform [konfsrm]. In the two
pronunciations of the word cerebral, that is, [sérobrol] and [sanbrel]
notice that the unstressed vowels are pronounced with []. In addition, in the
history of English and French, final unstressed vowels weakened to schwa
and then dropped. In French, final “e~muet” vowels.are indicated ortho-
graphically, though usually not pronounced in the standard language; for
example, petite [potit] “little (f.),” fenétre [foné:tr] ‘window.’ Also, complex
rules of schwa-deletion occurin the language which, for example, delete the first 3 . ,
vowel of petite and fenétre in the phrases la petite [la ptit] ‘the little one (f.)" © While these processes of palatalization before /i/ and nasalization before /N /
and la fenétre [la fné:tr] ‘the window.” Reducing a vowel to schwa is there- are discussed as natural phonological processes, relatively little attention is
fore one step on the way to zero and is thus a weakening process. - given to the fact that 34 and 35 represent processes which are umversally

Just as different consonants weaken more readily than others, dxﬁ”erent present in all languages (see, however, Stampe, 1969, 1972b). That is, a [k]

vovrls are more or less vulnerable to reduction and loss. It should therefore will tend to be somewhat fronted before [i] and a vowel will tend to be
be possible to give strength values to vowels as well as to consonants, Hooper somewhat nasalized before a nasal consonant. These universal tendencies are,
(1973:170) proposes the following strength scale for Spanish vowels: assuch, not part of the phonologies of individual languages, but rather belong
“to the realm of universal phonetics.
While the source of such assimilations is seen to be phoneticand universal,
a given language may focus on one or more of these in such a way as to
make them part of a language-specific phonology. Something which was
“ automatic or “intrinsic” can thus become nonautomatic or “‘extrinsic” (Wang
~and Fillmore, 1961). In other words, something which is usually predictable
from universal phonetics can become predictable only from a language-specific
phonological point of view. This process of phonologization, whereby a
phonetic process becomes phonological, can be seen from a comparison of
the fronting of [k] in English and Luganda. -~ .

. While the [k] of the English word key [ki] is somewhat fronted, it is
~questionable whether English has a specific phonological rule which is
- responsible for this. Since the fronting is slight, it seems preferable to attribute
it to universal phonetic constraints on sequences of velar consonants followed
by [i]. Luganda, on the other hand, pronounces [k] before [i] with a partic-
ularly noticeable palatal offglide. Thus, /¢kiképd/ ‘cup’ is pronounced
~ [8K’ikSpo]. Luganda has phonologized a phonetic variation which is usually
predictable on universal grounds. While one would expect a [k] to be
somewhat fronted before [i], it is up to an individual language to further
modify—or exaggerate—the fronting. This is precisely what Luganda has
done in this instance.

~Thus, the reason natural rules are the way they are is that they are deeply
‘ grounded in the universal phonetic properties of speech. In some languages,
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As evidence for the relative strength of high vowels over mid vowels, Hooper
cites the following weakening of high vowels in unstressed syllables:

33 LATIN SPANISH
dixi = > dije ‘T said.
lacus > lagos ‘lakes’
plicire > llegar ‘to arrive’
lucrare > lograr  ‘to succeed’

Since /a/ has never undergone reduction or deletion, Hooper concludes that
it is the strongest vowel in Spanish. /e/ is said to be the weakest vowel, since
it “has been deleted in word-final position after certain single consonants,
while /of and /a/ remain.” ; 4 ;

In general, the same remarks made about consonant strengthening and -
weakening apply to vowels. Thus, strength scales are both language-specific
and environment-specific. There has been a considerable growth of interest in
studying the processes by which segments become reinforced or reduced.
Thus, the notions of coloring and bleaching developed by Miller (1972, 1973)
and Stampe (1972b) are roughly comparable to the above notions of

strengthening and weakening. For a critique of these notions, see J. Ohala
(1974). :
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a universal constraint on phonetic sequences, as just seen, is exaggerated-—<
until it can no longer be predicted solely-on the basis of universal phoneticg
but rather requires a language-specific statement (rule) in the phonology. =
A vparticularly clear example of this involves the following rule, which
frequently occurs: - ,

36 V - [+long]/ . [+ voice]
C

This phonological rule owes its existence to another phonetic universal which
says that vowels are universally longer before voiced consonants than before
voiceless obstruents. Numerous phonetic studies have verified this point
(Chen, 1970; Lehiste, 1970; Mohr, 1971). In most languages, however, this
process represents simply a low-level phonetic statement about the language—
again, not a phonological rule that is language-specific, but rather a part of.
universal phonetics. However, some languages will phonologize this intrinsic
property of vowels before voiced consonants by exaggerating the degree of -
lengthening to such a point that it can no longer be attributed to universal :
phonetics, English is such a language. ' -

As shown by Chen (1970), the vowel-length difference in minimal pairs:
such as bat:bad exceeds the normal intrinsic variation found in other lan-
guages. The following table represents, for the languages studied by Chen, the
ratio computed from the average length of a vowel before a voiceless co
sonant divided by the average length of a vowel before a voiced consonant

(that is, V,/Vy):
English .61 Korean .78
French .87 Spanish .86
Russian - .82 Norwegian .82

In all six languages, it is observed that the length of a vowel found before
a voiceless consonant (V) is less than the length of a vowel found before a
voiced consonant (V). As computed by Chen, the closer the ratio approaches
1.0, the less the discrepancy in vowel length in the two positions. Thus; in-
the above figures, French shows the least difference in vowel length, while -
English shows the most. Furthermore, it is observed that English falls:’
significantly below the .83 ratio obtained by averaging the remaining five :
languages. It thus appears that English has extended this vowel-length.
difference beyond the normal range predictable from the phonetics.

It is not quite clear at this time whether there is an absolute threshold or:
whether phonologization simply tends to enhance such a discrepancy.
Notice, however, that there is an explanation for the exaggerated behaviotr:
of English vowel length. Since there is a tendency in English to devoice final -
voiced obstruents (such as in the word bad), the vowel-length discrepancy: .
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has come to assume a phonological role, and perhaps ultimately a phonemic

“vole. As has been shown by DeneS (1955), the vowel-length difference in

such pairs as bat :bad is much more important perceptually than any voicing
difference which may be present in the final C. It is also relevant here to
note that the initial contrast in the minimal pair pat: bat has been shown to
be, perceptually, one of aspirated vs. unaspirated, rather than voiceless vs.
voiced. It thus appears that English is in the process of losing its voice

- contrast in consonants (note the loss of the /t/-/d/ contrast in most inter-

vocalic positions): the final voice contrast is being replaced with a length
contrast and the initial contrast is being replaced with an aspiration contrast.
Thus, in the terms of Jakobson (1931b), a “rephonologlzatlon” is currently
taking place.

One way to show that a phonetic universal -has been phonologxzed is
to show that the language has exaggerated the degree of an intrinsic variation,
as we have seen. Another way is to show that a further phonological process
is in some way dependent upon the' resulting phonetic distinction. The
bat:bad example is quite appropriate. As shown by Labov, Yaeger and
Steiner (1972), long vowels derived before voiced consonants (as well as-long
vowels derived ‘in other contexts, for example, before /s/) have become

“centralized diphthongs in certain Eastern dialects. Thus, while [bat] remains

as such, [bee:d] (which tends to be pronounced [baz:t]) becomes [be’d].
Since the phonological process of diphthongization must refer to the vowel-
length distinction, this means that the lengthening of the vowel in bad must
be part of English phonology.

5.2.6 The Denaturalization of Natural Rules

Such examples can be extended. The basic conclusion is that uni-
versal phonetic considerations usually provide the initial motivation for

“phonological rules, and since this is the case, there will be many rules written

in synchronic phonologies which have this aspect of phonetic plausibility.
While we have witnessed considerable interest in revealing and formally
accounting for the fact that some phonological rules are phonetically plausible
and others are not, there has recently been a critical reaction against the use
of naturalness-as a phonological criterion (Bach and Harms, 1972; Skousen,
1972a). One argument which is raised in this regard is the fact that natural
rules tend to lose their naturalness through time. In this section we shall
discuss three mechanisms by which rules tend to become denaturalized:
telescoping, morphologization, and rule inversion.

5.2.6.1 Telescoping - The phenomenon of telescoping (Wang, 1968:
708) can be defined generally as the loss of an intermediate stage in a phono-
logical derivation. A sound change occurs which interacts with a previously

existing phonological rule so as to obscure the naturalness of the latter. An
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example of this process can be seen in the palatalization of /k/ before [i] This rule states that /p/ is: realized as [s] before /if. While certain Bantu
While the original phonetically plausible rule is as follows, 'ianguages show an alternation between [p] and {s] agnd presumably tl}f:%'efc?re
5 need for rule 40, this rule is highly unnatural. While the rule of assibilation

37 kK /_i ;n 41 is attested in languages,

the subsequent medification in 38 can enter into the phonology: i e s) i

B’ Ko the change of a labial stop to an alveolar fricative is a relatively rare occur-

: : i i hypothesize the derivation in 42,
The resulting phonological rule is the familiar one repeated in 39: rence: Furthermore, if we wished to hypothesi

39 k-&/__i g pi—tiosi

ithcn the change of [p] to [t] before [i] is apparently unattested in languages.

We have already seen that Luganda has rule 37, converting /¢kiképd/ “cup Rule 40 represents a telescoping of the following soun d changes:

to [ek*iképd]. The tendency of rule 38 to further convert [k'] to [€] is seen -
in the dialectal pronunciation of ‘cup’ as [é¢iképd]. While the [i] environ-
ment has surely provided the motivation for the fronting of /k/, it has not
provided the motivation for the affrication of [k*] to [&]. Rather, two separate
processes appear to be at work here. The first, as represented in 37, is a .
sequentially- motivated: rule, whereby /k/ assimilates in- frontness.to the
following vowel. The second, represented in 38, is segmentally motivated,
consisting of the context-free conversion of intermediate [k’] to [€]. In the
terminology of Vennemann (1972b), the first is an I-rule, since it increases
the complexity of a segment, ‘while the second is a D—rule, since it decreases
the complexity of a segment. The segment [k”] is clearly more complex than
the segment [k] (though not in the context / . i). In addition, in the palatal -
position, affricates are more natural (or less “marked”) than stops (Ladefoged,
1971:41). That it is not the vowel [i] that is directly responsible for the :
affrication is seen from the fact that [k] is just as likely to become [&] before
[a] as it is to become [&] before [i]. Thus Gwari speakers, whose language
historically converted [k'a] to [&a], frequently repeat the Hausa word
[k*aw] ‘beauty’ as [Eaw]. ' ,

The resulting rule in 39 is thus the result of the telescoping of the two
processes in 37 and 38. In writing a rule such as 39, therefore, it should be
recognized that an important historical intermediate form i$ by-passed.
While the resulting rule in ‘39 still maintains a general phonetic plausibility
(since phonologists speak of it usually as a palatalization process with only
secondary affrication), telescoping sometimes leads to rules which are not
only unnatural but simply ““crazy” (Bach and Harms, 1972).

One such unnatural rule in certain Bantu languages concerns consonant
changes which occur before Proto-Bantu *i. We shall limit our attention to’
the following subpart of a rule found in certain of these languages:

4 pi>phi>pi>ti>si

The steps involved are (1) aspiration of obstruents before the high vowels
fif and Ju/, (2) affrication with an [s] release conditioned by the *‘grooved”
vowel [i], (3) assimilation of place of articulation of the closur'e to the releas;:
of the affricate, and (4) deaffrication. Each of these historical changes is
phonetically motivated, though the telescoped product in 40 is not.natgral
in itself. However, since there is no reason to go through zftll thg historical
stages of 43 in a synchronic description, the form of the rule in 40 is-adopted,
_however unnatural it may look on the surface.
5.2.6.2 Morphologization The example just discussed shows hqw a
phonetically plausible rule (for example, the development of a ‘“noisy”
obstruent—such as an aspirated consonant—before a high vowel) can
become less plausible, and eventually implausible.?! The resulting rule'is,
however, still statable as a phonological rule using only phonetic information
“and grammatical boundaries. A second way in which a phonetically plau-
sible rule can become modified is for the environment to be reinterpreted as a
morphological one, a process known as morphologization (Kiparsky, 1972;
Robinson, 1972; Skousen, 1972a; Vennemann, 1972¢, 1973; Hooper, 1973).
The classic example is Umlaut in German, where the plural of Gast [gast]
‘guest’ is Gdste [gesta]. :
The derivation of the plural form [gesta] is seen in 44:

44 gasti > gesti > gests  ‘guests’

Historically, the plural suffix on ‘guests was, phonetically, [i]. This [i],

1 Many Bantu languages obscure the original motivation for these changes by merging
* and *e as /ij. Thus, some. instances of [i] will condition the consonant changes, while

48 p-s/_.i other instances will not.
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after fronting [a] to [€], was reduced to a schwa. Thus, the original rule w,
phonetically plausible, as in 45:%2 e

48 a-gf/_.Cji

 This alternation can be captured by either of the following two rules:

' 515 d — 1/ ## __ (approx. historical rule)-

stp 1—d/n_ (inverted rule)

The present-day rule must be stated in nonphonetic terms, as in 46: Rule 51a, which takes /d/ as underlying and derives [I] word-initially, is

closer to representing the original historical rule than is the in\{erted rule 5.11?,
~which takes /1/ as basic and derives [d] after [n]. In this pamcular‘ case it is
the historical rule (slightly modified) that has become unnatural, since there
" ;s no phonetic motivation for /d/ to become [1] word-initially. On the other
hand, the inverted rule is natural, since a [ +cont] segment such as /if can
‘k assimilate to the [—cont] specification of a preceding homorganic nasal,
thereby becoming [d]. , :
Arguments for the solution in 51b were presented by Vennemann (1972c).
While the motivation for rule inversion is discussed in 5.2.8, the following
example from Schuh (1972) suffices to show that rule inversion, if a valid
phenomenon, leads to rule denaturalization. Lo
The history of Hausa and related Chadic languages has been characterized
by a number of syllable-final weakenings, which Schuh (1972:390-391)

summarizes as follows:

46 a — g / — morphological information such as [+ pt], etc.

Since some nouns with /a/ in the singular do not take an Umlaut in the plur
as seen in 47,

47 With Umlaut . Gast/Giste ‘guest/guests’
Without Umlaut : Tag/Tage ‘day/days’

it is even necessary to put a diacritic feature on Gast so that it will under;
the rule in 46.%3
Morphologization is a common phenomenon, and it is often a particular
kind: of telescoping. In the above example, the Umlaut rule and the schwa
reduction rule have telescoped to yield the rule in 46.
5.2.6.2 Rule Inversion A rule which is morphologized is aut
matically “unnatural,” since it is not phonetically motivated. In addition,
rule which changes /af to [€] in the plural certainly cannot frequently occur
in the world’s languages. The third mechanism by which a natural rule can
lose . its' phonetic ‘plausibility is by rule inversion (Vennemann, 1972c). Li
telescoping, an inverted rule is not necessarily unnatural, as we shall now see
in a case from Fe?fe?Bamileke reported by Vennemann (1972¢) and di
cussed in detail in Hyman (1972b).
Part of a general tule of intervocalic weakening in Proto-Bamileke
given in 48:

52 P >w/__$
¥ >r | -8
*K>w/__§

Velars and labials in the reconstructed proto-language become [w] syllable-
~ finally, while proto-alveolars become a trilled [r]. These chang_es, known as
Klingenheben’s Law, are responsible for the following alternations:

SINGULAR - PLURAL  GLOSS
48 Proto-Bamileke d — 1 / V__V juujil jibaajee ‘rubbish heaps

: : : . . o awrayii samaarii = ‘young man’
Since East Bamileke dialects later introduced a rule deleting word-initial s Y

vowels, as in 49,
49  EastBamileke V - O [/##

The etymological labial consonant /b/ or /m/ is found in the plural form,
~ while the syllable-final reflex [w] is found in the singular form (where the
[uu] of ‘rubbish heap’ can be analyzed as coming from intermediate [iw].
If ‘rubbish heap’ and ‘young man’ are set up with the underlying forms
/jibjii/ and /samrayii/, then the singular forms can be predicted by the follow-
ing rule: :

53  [+labial] - w/_ .8
C

This rule is phonetically plausible, since syllable-final weakening is a wide-
spread process in languages. On the other hand, if we were to start with the
underlying forms /jiwjii/ and /sawrayii/, we would run into two problems.
First, the rule required to derive the plural forms would have to be stated in

one of the several consonant alternations found in Fe?fe? involves that
between [1] and [d] exemplified in 50:

50  Fe%e? [luu] : [nduu}] ‘“to beg’ (perfective/imperfective)

22 In rule 45, C, signifies “at least one consonant.” This formalism specifies the lower and
upper limits on a sequence of identical segments, e.g., Cf, stands for “at least m instances of
C, but not more than »,” such that C§ means either no consonants or one consonant, etc.
23 Alternatively, Tag could have a rule exception feature which would make it exempt from
Umlaut. For the treatment of exceptions in phonology, see Chomsky and Halle (1968¢
172-176), Kiparsky (1968a), Kisseberth (1970b), Schane (1973b).
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such a way that /w/ sometimes would become [b], sometimes [m], tha
fiiwjii/ would have to be marked with a diacritic [ +B] and /sawrayii/ with
diacritic [+M], or else the incorrect forms *jimaaje and *sabaarii migh
result from the rule. Second, the resulting inverted rule would be exceeding
difficult to state and would require considerable morphological informatig
In the two plural forms given, it looks as though /w/ is becoming [b] :
[m] intervocalically. Since there is no phonetic reason for /w/ to become
stop in this position, the resulting inverted rule would therefore be unnaturg
In conclusion, rule inversion can lead to either unnatural phoneticahy
conditioned rules or morphological rules—or a combination of the two,

5.2.7 Rule Naturalness as a Phonological Criterion

To summarize thus far, it has been seen that the mechanisms gf
telescoping, morphologization, and rule inversion often destroy the originat
phonetic motivation of a phonological rule. The question might be raised af
this point, why do languages permit the phonetic naturalness of processes

to be destroyed? In other words, why don’t they fight back?

The problem revolves around the question of whether naturalness is'g

valid synchronic criterion for evaluating phonological systems. Given the
two hypothetical languages L, and L,,

L, L,
sg.  pl sg.  pl
ba afa Ba  aba
da ada Oa ada
ga  aya Ya aga

no one would deny the naturalness of I, and the unnaturalness of L,. The
rules required are given below:
b .
54 L1 M d -
[ &)

B
55 L, : |&|—

R

It is more natural for stops to spirantize intervocalically, as in 54, than it is
for spirants to become stops intervocalically, as in 55. The situation in L;is
found much more frequently than the situation in L,—which, in fact, may
never be found.

The question is, is L, never found because of the intrinsic unlearnability
of this synchronic (static) state or because there is no straightforward- dig-
chronic (historical) source for such a synchronic state? The natural system

[V__V

o o e O

] b

/V__V

T
1]
1

s
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»L1 is obtained from a single natural sound change of intervocalic spi-
rantization. While it is p0351b1e to imagine a chain of phonetically plausible
.events which would give rise historically to L, as seen below,

“5‘5 sg. *aba > aPa > Ba = (intervocalic spirantization, loss of initial vowel)
: ‘pl. *amba > aba“ (loss of nasal mark of plarality)

it is significant that L, would require the convergence of several changes.
It may, then, be less frequently attested because it requires such a complex

_pistorical source.

" In order to refute this statement, it is necessary to find evidence that
naturalness does play a role in synchronic phonology. There appears to be
only counterevidence. First, we should take note of recent arguments to the
effect that speakers often do not *capture” phonological relationships in

- terms of natural phonological rules. Skousen (1972a) presents cases in

Finnish where speakers appear to prefer morphologized rules to phonetically
plausible ones (see Kiparsky, 1973 for a critique of Skousen). Recall the

- weakening process in Finnish, which applies when an obstruent is in inter-

vocalic position and followed by a closed syllable:

p v

-1 t1—»|d1/V_VCS$

k 1]

The following forms are repeated from 5.2.4.2:

. 'NOMINATIVE GENITIVE

tapa tavan ‘custom’
pato padon - ‘dam’
sika sian ‘pig’

The -n suffix of the genitive construction closes the second syllable and
conditions the change from /p, t, k/ to [v, d, &].
- As Skousen points out, all of the phonetic information included in 57 is

“available to speakers of Finnish—and yet, he claims, speakers seem not to

have knowledge of the phonetic conditioning of the rule. Instead, they
reinterpret the rule as applying in the presence of certain grammatical

-~ suffixes, among which are the genitive -n and the inessive -ssd, both of which

close preceding syllables. As stated by Skousen (1972a:571), speakers

- “memorize that the genitive suffix n and the inessive suffix ssd take the weak
form of the stem without even perceiving that both suffixes close the syllable.”

One of Skousen’s arguments derives from the observation that some dia-
lects of Finnish degeminate the -ssd suffix to. -sd but still maintain the
weak consonants. The standard inessive form of /kite/ ‘hand’ is [kiddessi],
which is syllabified as [ki$des$sd]. The dialectal form, where the weakened

- form of /t/ is [r] instead of [d], is [kiresd], syllabified as [ki$re$sa]. If
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speakers had knowledge of the role of the closed syllable in the weak
rule, they would have changed the [r] of this form back to [t], that i
*[kitesd]. Although the second syllable is no longer closed, speakers do ng
show even a slight tendency to change [r] to [t]. Thus, Skousen argues tha
the weakening rule should be revised to include a grammatical environment

p v
57 tl—-Jdj/ -V Jeenitive/inessive,etc.
k 2]

It is claimed that in the standard dialect, where -ss@ is maintained, thi
reanalysis has already taken place. Thus, when -ssd is modified dialectally t
-sd, there is no rule change, only a phonetic change. .

While Skousen’s examples mostly involve morphologization as the mean,

of capturing a phonological alternation, a more extreme case from Ngwe:.

Bamileke (Dunstan, 1966) suggests that speakers were not aware of a

alternation at all. Ngwe, as well as other West Bamileke languages, 15

characterized by a rule which deletes the schwa of the class 6 ma— plurg]
prefix when the stem begins with a labial consonant: '

58 ° md- - m/__ [+]abial]
C

Thus, in the following forms from the related Mbui dialect,

59 /md-buri:/ - [mbui:] ‘breasts’
/m3-50)/ — [mdsdp] ‘teeth’

the phonetic form of ‘breasts’ has lost the schwa of the [m3/[ prefix (since the
stem begins with a labial consonant), while the schwa remains in the form for -
‘teeth.” Ngwe dialect has modified this earlier state of affairs by replacing the
m3— prefix by the more productive b3- prefix of another plural class. How-.

ever, as seen in the following forms,

60  /md—sdf/ > [b3s5p]  ‘teeth’
/md—biie/ > [hbuw]  ‘breasts’

it is only phonetic [m3] which is replaced by [b3], and not underlying /m3/.

Since [thbuia] does not become *[babuira], it appears that speakers failed to
see the relatedness of the syllable - prefix of ‘breasts’ to the ma— prefix:
of ‘teeth.” Thus, when morphological categories such as noun classes undergo
levelling, this process takes place on the basis of the phonetic shapes of the:
prefixes and not on the basis of the underlying morphological identity of the
prefixes. Stated differently, the reality of rule 58, which converts /m3/ to [m] -

before labial stems, is not revealed in language change.
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':'fhe basis of Skousen’s argumentation can be recapitulated as follows. It
. proposed that a given language has a rule of the following form:

' The conversion of A to B is conditioned by an environment C. Now, if this

environment is destroyed, that is, either modified phonetically or perhaps
totally lost, there are two possibilities. First, the language can continue to
derive B in the new environment, say D. Or, second, the language can change

B back to A, since the conditioning environment is no longer present.?*
“Let us say, for example, that a language has the following rule of palataliza-

tion:
@2 k-&/__i

A form such as /paki/ will be pronounced [padi]. Now, if the language
undergoes a sound change converting* 7 to [9] word-finally, the language can
react in one of two ways. First it can convert [padi]to [pacs], in which case
palatalization appears, on the surface, to take place before [9]. Or, second,
it can change [pati] to [pake]. In the second case, [&] has reverted back to
[x], since the conditioning environment [i] is no longer present. This §ecqnd
alternative provides evidence for the psychological reality of the palatalization
rule. When [i] started to change to [2], speakers, well aware of the. fact that
/k/ was converted to [€] because of this [i], undid this rule when [i} was no
longer heard phonetically. If it can be shown that speakers undo rules in
just such cases, then evidence is obtained for the reality of such natural rules.
It should be noted, however, that the more frequent phenomenon is for the
language to leave the derived segment in the new environment, that is, [pace].

A second type of evidence which might be sought for naturalness as a
phonological criterion can be outlined as follows. Let us say that a language
has the same rule of palatalization of /k/ to [&] before /if as in 62, and that
the same change of final [i] to schwa is about to occur. If naturalness is a
valid phonological criterion, it should be possible for a sound change to be

‘inhibited only in environments where its application would destroy Fhe
- phonetic naturalness of a previously existing rule. As seen in the following

hypothetical forms,

63 /papi/ — [papi] > [paps]

/pakif — [paéi] > [pai] (not*[pads])

the [i] of [papi] becomes a schwa, but the [i] of [paci] does not, since the
naturalness of the palatalization rule would be destroyed (that is, {£] would
in the form *[ pa&s] be derived before the vowel [2]). Although sound changes

24 A third possibility which should be mentioned is that there will no longer be a rule at
all, i.e., A and B will become contrastive or phonemic. :
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ironment satisfied by only one suffix is even more likely to be “‘mis-
terpreted” by speakers, as in the Turkish example. In- brief; then, when
gl"j 1 the chance to capture a phonological alternation by either a phonetically
'or;i grammatically condifioned tule, there is a tendency toward the latter
ec Hyman and Schuh, 1974:94). , .

In his study of rule inversion, Vennemann (1972c) states that the major
'fa}cwf contributing to this reanalysis is semantic. Semantically “bas.lc”
categories tend to be construed as providing the base forms for phonologlcal
representations. To reveal the problem facing generative phonology, consider

are sometimes blocked by considerations within a paradigm (for example;
that singular and plural forms do not merge; see Vennemann, 1968
Kiparsky, 1972:196-206), no corresponding force has been discovered whigh
would strive to keep rules natural. Instead, the above examples show
great tendency for rules to become unnatural (see 5.2.6), that is, to lose th
phonetic plausibility and become morphologically conditioned.

5.2.8 Rule Simplicity as a Phonological Criterion

- Having questioned the validity of rule naturalness as a phonologi Uy . . .
criterion (that is, a criterion for what is more readily learned as a phonologlicai ghe~two hypothetical dialects D, and D, :-
rule), it is appropriate to return to the notion of phonological simplicity . D, D,
discussed in Chapter 4. In 5.2.6.2 and 5.2.6.3, the phenomena of mor. sg. pap  pak pa pa
phologization and rule inversion were introduced. The question now arises, pl. papi pali papi . paki

when are rules to be represented as morphologically conditioned or as i 1n a standard account, we might set up the underlying forms /pap/, /pap+i/,

verted rather than as phonetically conditioned? . . fpak/, and [pak+i/ for both dialects. D, would require the phonological
Unfortunately, the criteria for choosing between solutions are not entirely cule in 66, while D, would require the phonological rule in 67:

clear, although certain clues can be isolated. For instance, consider the
Turkish data discussed by Zimmer (1970:91f): 66
67

By 66, underlying /pak +i/ becomes [paci] in D, and by 67, underlying /pap/
and /pak/ both become [pa] in D,.

Although each dialect starts with the same underlying forms and contains
‘a phonetically-based phonological rule, the synchronic state represented .in
- D, is radically more complex than that in Dy. In particular, since the under-
ying final consonants can be discovered only by knowledge of the plural
“forms, which are morphologically and semantically more marked than the
singular forms, D, poses a problem for the language learner which Dy does
not pose. In D,, all the necessary information for the application .of rule 66
is contained in the unmarked singular form /pak/. The plural pronunciation
[paéi] is therefore in a crucial way derived from the singular [pak] plus an
[i] suffix. In D,, on the other hand, the two forms [pa] are derived from
‘underlying representations which are based on the plural forms.*®
- If simplicity is to be maintained as a synchronic criterion, and if the
notion of simplicity is designed to express the intrinsic difficulty or learn-
ability of a language, then the standard account of D, fails miserably. For

k— &/__i (palatalization)

C— 0/ _## (final consonant deletion)

64 [sOYIE + Iyor/ — [sGyliiyor] ‘he is saying’
not *[s6yliyor}

In the underlying form, /E/ stands for the archiphoneme “unrounded no
high vowel” (that is, /e/ or /a/), while /I/ stands for the archiphoneme “‘high
vowel” (that is, /i/, fii/, /i/ or Ju/). Although the starred form *[soyliyor] is
predicted from the general rules of Turkish phonology, the form [sdyliyor]
is found instead. To account for this fact, Zimmer considers the possibility
of an additional rule of the following form: :

65  i- i/ [+round] —_ [+round]
v v

The vowel [i] is rounded to [ii] when it appears between two rounded vowels. -
However, it turns out that the Iyor suffix is the only grammatical context -
which will ever satisfy rule 65.2° Thus it is just as easy to represent this rule -
as morphologically conditioned:

65" i— i/ [+round] y, [—
A

26 While the [pal-[pal homonymity is.a problem, it is important to note that we are not
talking about this complexity here. Rather, the problem under consideration is the im-
possibility of predicting the plural forms [papi] and [paki] from the singular form [pal].
To better understand the fact that there are two distinct problems to differentiate, consider
another language where the two singular forms [pak]and [pa¢] are both [pai}in the plural.
This language would also have the homonymity problem, but this time in the plural form
“only. It would still, however, be possible to predict the plural from the singular form_s.
“Thus, the problem which Vennemann claims leads to rule inversion is not. found in this
-language.

We have seen, in the Finnish example, that speakers may attribute an';
alternation to grammatical rather than phonetic environments; a phonetic

2% While Barbara Robson and Alan Harris have privately expressed reservations about this’
analysis to me, the problem of what Zimmer calls-“‘accidental reference’ to a single.
morpheme, which results when only one morpheme satisfies the conditions for a' phono--
logical rule, is an interesting one.
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there is nothing in the analysis of D, that suggests that it is any more comple
than D. In the framework of rule inversion, rule 67 would be rewritten as 67!

67 O-opketc./V_V

The choice of the exact consonant would be dependent on diacritic features
such as [pa/,, [pa/,. Because of the intrinsic complexity of arbitrary mor
phological classes, this solution would reflect the less simple phonologi

system of D, as compared to D;. While all of the discussion of Chapter 4

highlighted the attempts of linguists to reveal the simple and general propertie;
of languages, it is important that a theory of language also reveal comple
and nongeneral properties when they exist.

As a concluding example, let us return to the Maori data discussed. i
3.4.1, which are repeated below:

VERB PASSIVE GERUND GLOSS

hopu hopukia hopukana ‘to catch’
aru arumia arumana ‘to follow’
tohu tohupia tohupana ‘to point out’

maatu maaturia maaturana ‘to know’

As seen in the verb stem, all of the forms end in /u/. Yet in the passive and
gerund the consonants [k, m, n, r] appear. In 3.4.1 it was argued that in
order to predict these consonants the verbs should be represented in their
underlying forms as follows: /hopuk/, farum/, /tohuy/, and /maatur/. The

following rule of final consonant deletion was proposed:

68 C-o0Of_ _#

This is the solution which the standard model of generative phonology would -
lead one to assume. However, Kiparsky (1971), basing himself on Hale
(1971), presents a number of indications that speakers are not storing under-
lying forms with final consonants, but rather setting up distinct classes of -
suffixes, for example, kia, mia. In other words, it is argued that there is not
a derivational relationship between forms such as [hopu] and [hopuk],

which are found respectively word-finally and before a vowel, but rather a

single form /hopu/, with the /k/ being assigned to the suffix rather than to the
stem.

Following the principle of rule inversion, one could propose a rule of ,

consonant epenthesis, whereby a consonant is inserted before certain suffixes
(for example, /ia/ ‘passive’ and /ana/ ‘gerund’):

k
69 -

/ passive [""‘
Y gerund

I
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ust as in hypothetical D,, it would be necessary to place a diacritic on verbs
tating which consonant they take. In fact, some verbs would have no diacritic,
since they do not take a consonant, for example, /patu/ ‘to strike, kill* has

the passive form [patua], where the /if of the passive has dropped.

The solution representing the passive (and gerund) as a large number of

 suffixes (/kia/, fmia/, etc.) receives considerable support from the fact that

only the /tia/ suffix (which is not illustrated above) is productive. Kiparsky
(1971) gives six ways in which this productivity manifests itself:

(1) Stems which are basically nominal are often used verbally in spontaneous
discourse; when they are so used, in the passive, they regularly take the ending
] —tia/. (2) Derived causatives (formed with the prefix /whaka—/) take /—tiaf
in the passive even if the basic verb stem takes another alternant when not in the
causative. (3) There is a rule whereby certain adverbials are made to agree in
voice with the verbs they modify; these adverbials take /—tia/ in the passive
regardless of the shape of the passive ending which the verb . itself takes.
(4) Borrowings from English, including unassimilated consonant-final ones, take
the ending /—tia/ in the passive. (5§) Compound verbs derived by incorporating a

‘poun from an adverbial phrase regularly form their passives in /—tia/. (6) In
general, /—tia/ can be used when the conventional passive termination: for a
given verb is not remembered. (pp. 592-593)

Let us look, for instance, at (2). While the verb stem [mau] ‘to carry’ takes:
an [r] in the passive form [mauria] the corresponding causative form

* [whakamau] ‘to cause to carry” takes the passive form [whakamautia], and

not *[whakamauria]. If the different consonants are to be attributed to
different endings on the verb stem, then there is no way to explain why

- hypothetical /maur/ should not be realized as *[ whakamauria] in the passive

causative.

"1t thus appears that there are different classes of suffixes with different

initial consonants, and that the correct suffix is chosen with respect either to
the verb stem or to a particular grammatical category (for example, causative
passive). Since this solution will require diacritics on verb stems, it'can be
predicted that the difficulty of learning such a language will:lead {o eventual

levelling out of the different consonant classes of suffixes. It is concluded,

then, that the correct solution is a complex one, and not one which any
present conception of a feature-counting simplicity metric would predict.
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thin the suprasegmental unit (here, the syllable). A segmental analysis, on
the other hand, would attempt to assign an underlying [+nasal] feature
s cification to one segment within each suprasegmental unit and then
p1—.;)vyicle a rule by which neighboring segments assimilate to thatfeature
gcification. In the underlying form /bd/, nasality is assigned to underlying
“yowels. A rule is therefore required to nasalize oral consonants in the context
of a following nasalized vowel, as seen below:

€~ [+nasal]/ — [+nasal]
: v

An equally plausible segmental analysis would recognize the underlying
‘form:/ma/, where nasality is assigned to the consonant. In this case a rule is
peeded to nasalize an oral vowel following a nasal consonant, as seen below:

SUPRASCGIMENTAL
PHONOLOGY

2V = [+nasall/ [+nasal];__
o

While both of these rules are “natural’” in the sénse discussed in Chapter 5,
it is also possible to analyze nasalization as a suprasegmental property, as
discussed in 6.3.2. B

The issue of whether certain phonological phenomena should be analyzed
‘segmentally or suprasegmentally (that is, prosodically, in the British terminol-
ogy) has been of concern to phonologists. In. addition, many of the central
issues in phonological theory have been argued on the basis of suprasegmental
phenomena—in particular, stress, but also tone, duration, vowel harmony,
and nasalization. It is thus appropriate that the last chapter of this book
address itself to questions of suprasegmentality. '

6.0 The Study of Suprasegmehtals

Much of the current research in phonology has focused on units
larger than the segment. Stress, tone, and duration (vowel and consonant
length) are often claimed to be properties of suprasegmental units such as
the syllable or word, while vowel harmony and nasalization are also some-
times included under this heading (Firth, 1948; Robins, 1957b). That is,
prosodic features such as those just mentioned are best seen as extending
over units which can encompass more than one segment. For example, many
languages require that all segments within a syllable-agree in nasality. Thus,
a CV sequence consisting of a voiced labial stop and a low back vowel can

be realized phonetically as [ba] or [m], but not as *[ba] or *[ma]. As seen
below,

6.1 Suprasegmental Units

In the preceding section it was seen that the same phonological data
- .might be analyzed segmentally or suprasegmentally, depending on one’s
particular theory of phonology. We find not only this potential disagreement
among phonologists, but also a second disagreement about which supra-
segmental units are required in phonology. The term “suprasegmental” is
used to refer to both phonological and grammatical units-larger than the

SUPRASEGMENTAL ANALYSIS SEGMENTAL ANALYSIS i i i
segment. In both categories there is disagreement.

ba] [ba/ {ba/
[ma)] Joa/N /bd/ or /ma/

ina su‘prasegmental or prosodic analysis a nasal exponent can be factored
~out which, by a “mapping rule” (Leben, 1973a,b), is assigned to each segment

6.1.1 Phonological Units

, Phonological suprasegmentals are those which are defined in terms
of the sound segments of which they are comprised. While the boundaries of

186
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these units are sometimes affected by grammatical considerations, phop,
logical units do not in themselves have a grammatical basis or function
6.1.1.1 The Syllable By far the most widely discussed phonologic.
suprasegmental is the syllable. While the study of the syllable has a Io
uninterrupted history (see Allen, 1973 and Pulgram, 1970 for referenoés'
there are typically three questions which arise in this context: (1) how do
one define the syllable? (2) how does one determine syllable boundarieg
and (3) is the syllable a necessary concept? ‘

One can readily divide the Shona word miwrdgmé ‘man’ into the three

syllables mi, ri, and mé. Since this word has a CVCVCV structure, j
division into three phonological parts creates three sequences of CV; t
optimal syllable structure. As stated by Malmberg (1963:129), “A sylla
consisting of a consonant plus a vowel represents the most primitive, an
without doubt historically the oldest, of all syllable types, the only one whig
is general in all languages.” Whenever languages have syllable types othe
than CV, complications arise in the exact determination of syllable boun
aries. For instance, should a word with the structure CVCCV be syllabifig
as CVSCCYV or as CVCSCV? :

6.1.1.1.1 Defining the Syllable Before anything can be determine

about syllable division, it is necessary to establish some idea of what is meant:

by the syllable. In particular, is the syllable a phonological unit, a phonetj

unit, both, or neither? Most phonologists, to the extent that they have

accepted it, attempt to deal with the syllable as a phonological unit. As such
words and larger utterances can be syllabified on the basis of the phonotactj

(or sequential) constraints of a given language, subject to certain universa
tendencies. :

The syllable consists of three phonetic parts: (1) the onset, (2) the peak
or nucleus, and (3) the coda. In a syllable such as man, [m/ is the onset, /&/is
the peak, and /n/ is the coda. For phonological purposes, however, only a
single division is relevant, namely between (1) the onset and (2) the core;
consisting of the phonetic peak and coda combined. This analysis of the

syllable (see Pike and Pike, 1947), as represented below,
syllable

onset core

peak coda

divides a CVC syllable into C-VC rather than CV-C or C-V-C. In so doing, -

we are able to capture the important distinction between open and closed

syllables, as well as between heavy and light syllables (which will be discussed p
in 6.2.1.2.2). An open syllable ends in a vowel, while a closed. syllable is
“checked” or “arrested” by a consonant. A CV syllable thus has a core-
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with a zero coda, while a CVC syllable has a core with-a V peak and a C coda.

The initial consonant onset is irrelevant in determining the phonological

roperties of a syllable. .
The basic assumption in phonological approaches to the syllable is that
there is an intimate relationship between word structure and syllable structure.

_Thus, ideally, the same sequential constraints which operate at the beginning

of a word should be operative at the beginning of a syllable, even if this

~ gyllable is word-internal. Similarly, the same sequential constraints which
_operate at the end of a word should be operative at the end of a syllable.

Attempts to provide universal principles for determining syllable structure

.. are represented by Pulgram (1970) and Hooper (1972). Recognizing a parallel

petween word- structure and syllable structure, Pulgram proposes (1) a

principle of maximal open syllabicity, (2)-a principle of minimal coda and
- 'maximal onset, and (3) a principle of the irregular coda.

By the first principle, a syllable boundary is inserted after every vowel‘ (or
diphtbong) of a word.! Thus, words such as rooster and master are syllabified
as roo%ster [rulstor/ and maS$ster [ma3$stor/, so as to make the first syllable
open. A problem arises in the form maS$ster, however, since the principle of

maximal open syllabicity creates a sequence which violates a sequentigl
“.constraint in English by which the lax vowels /1, €, U, 9, &/ are disallowed in

word-final position. Since maSster contains the vowel /2/, which does pot
oceur word-finally, it must be resyllabified by the second principle to yield
mas$ter. As stated by Pulgram (1970), “If a syllable cannot be kept open
because its vowel does not occur in word-final position, then as many

“.consonants as necessary—but no. more—to provide the syllable w?t_h a
- permissible coda, thereby removing the vowel from the syllable-final position,

must be detached from the onset of the next syllable and transferred to the
preceding syllable” (p. 48). _

A similarly motivated readjustment must occur in-a second set of cir-
cumstances: “ If the syllable cannot be kept open because the consonant or
consonants that would form the onset of the next syllable do not occur in
word-initial position, then as many consonants as necessary—but no-more—
to reduce the onset to a permissible word-initial shape must be detached
from it and transferred to the preceding syllable as coda, thus closing the
syllable”. (p. 50). Thus, while employ would be syllabified e$mploy b'y-t'he
principle of maximal open syllabicity, this would create a -syllable-initial
mpl sequence, which cannot occur word-initially. Thus, the m must be sent
back to the first syllable to yield em$ploy, where each syllable now.meets the
word-structure constraints of English,

Pulgram’s final principle is stated as follows: “If the necessary transfer

1 Pulgram actually refers to a concept of the “section;” which is the' domain of syllabifica-
tion.
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nitial affrication, we would say that these two words syllabify differently.
ince a word such as excedrin with no boundary syllabifies as [akSsede.rm]
or [ek$seSjrn], it would appear to be the general case that VdrV syll'abxgies
s V$drV—unless blocked by a strong boundary (#). However, the crlter%on
f affrication is in direct conflict with phonological syllabification, according
to which lax vowels such as /¢/ cannot end syllables. :

- An alternative treatment of the syllabification of VCV sequences, where
the first vowel is lax, is to assign the intervocalic consonant simultane(?usly to
- poth syllables. Thus, the words bacon and beckon would be syllabified as

from syllable-initial to syllable-final position leads to an inadmissible syllahy
final group of consonants, then the burden of irregularity must be borne
the coda rather than the following onset” (p. 51). The example which Pulgry
gives is Spanish franscribir, which, according to the first principle, shbﬁ;;i
be syllabified rra$nscribir. Since nscr (where ¢ = /k/) cannot occur worg:
initially in Spanish, the n must be transferred to the first syllable to yj
tran$scribir. However, scr still is not an acceptable word-initial sequence
and so the s must also be transferred to the first syllable, yielding trans$cr;,
The result, however, is that the first syllable now has a final sequence
which cannot occur word-finally in Spanish. The syllabification #ransSecri
is preferable to tran$scribir, since the coda is more capable than the onset i
allowing violations of word-structure constraints. ‘
This last principle of Pulgram’s correlates with the observation that many
languages allow longer consonant sequences at the ends of syllables than 5
the beginning of syllables.? Thus Berber allows CC$ sequences but not $CC
sequences (Jilali Saib, personal communication). However, the fact that n
can end a syllable but cannot end a word in Spanish illustrates the possibility
that syllable-structure and word-structure constraints may occasionally
differ. Vennemann (1972a:13) claims that in some dialects of German radle
(from radele) {(I) go by bicycle’ is syllabified raSdle (pronounced [ra:dls)),
despite the fact that German does not allow word-initial o/ sequences,
Other dialects syllabify this word as rad$le, in which case it must be pro-
nounced with syllable-final devoicing, that is, as [ra:tlo]. ;
While such phonotactic approaches to the syllable define syllable breaks
in terms of phonological constraints, less is said about how a word would
be carefully divided into parts if spoken slowly. A word such as bedroom
must be syllabified bed$room, because /¢/ is not a permissible word-final
vowel in English. However, as pointed out by Ferguson (1962:373), many
speakers of English differentiate between bedroom ‘the room in which one
sleeps’ and bedroom ‘space for a bed.” While the second is uniformly pro-
nounced [bed$ruwm], with correct syllabification following Pulgram’s
principles, the first is often pronounced [be$druwm], and even [be$jruwm].
In these last two transcriptions, the syllable boundary represents the point at
which a pause could conceivably be taken. What we observe is that the d of
bed might be assigned to the following syllable, and that the syllable-initial
dr sequence might even undergo affrication to [jr], exactly as observed in -
- word-initial dr sequences (as in [dres] or [Jres] ‘dress’). g
Pulgram would call beSdroom a “nexus,” while we might propose recog-
nizing the difference between these two forms as one between different internal
boundaries, that is, bed+room vs. bed#room (see 6.1.2.2). If we attempted to
define the syllable breaks according to whether or not dr undergoes syllable-

3 . .
[be$k9n] and [bekon]. In beckon, the syllable boundary comes.thhm t?le
Jk/, which is sometimes claimed to be long or geminate. In this analysis,

ped-+roomwould be syllabified as [begrum], which is then optionally subject
to affrication. , ; 7
In addition to such phonological approaches to the syllable, phoneticians
have attempted to provide definitions in terms of its physiological properties.
. While each of these has problems associated with it, the syllable has been
defined acoustically in terms of sonority, articulatorily in terms of increasing
and decreasing aperture, and, finally, in terms of motor theory, where each
syllable is seen to correlate with a chest pulse (for discussion and references
~ see Allen, 1973:38-45). What is clear is that while the syllable may have
- some physical basis, phonological syllable boundaries do. not necessarily
correspond to phonetic ones. Hooper (1972:539), for instance, suggests that
syllabification rules apply “‘persistently,” that is, they reapply at each stage
of a derivation. It is, of course, possible to maintain a phonological syllable
boundary in one place (for example, bed+ Foom may syllabify as /bed$rum)/),
but a phonetic one in another place (for example, [be$drum] = [be$jrum]).
‘A particularly interesting case of a-discrepancy ‘between underlying ‘and
- surface syllable boundaries occurs in Maxakali (Gudschinsky, Popoyich and
Popovich, 1970). In this language, the following derivations are found:

JCiIC/ - CiC -~ CiyaC

JCoC/ — CooC - CowaC
JCiC} = CisC ~ CiyaC

JCiC} - CBC — Ciy3C — CigdC

- Before certain consonants (especially /t/), a rule of diphthongization converts
underlying monosyllabic /CVC/ to intermediate CVoC. At this point a glic}e
is inserted as follows: [y] after /if, [w] after fo/, and [y] after /a/ and fi/.
In the fourth line, inserted [y] is converted to [n] in the context of a nasalized
vowel. Thus, what started out as one phonological syllable is realized
phonetically as two surface syllables. In the spirit of Hooper (1972), we can
propose that resyllabification must take place after glide epenthesis, for
example, CiaC becomes [Ci$yaC].

2 On the other hand, certain languages, such as Ewe, have CLV (consonant-liquid-vowel) 6.1.1.1.2 The Syllable in Generative Phonology Despite widespread

but not *CVL.
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use of the concept in the literature, there have been several linguists (ang
least one school of linguistics) who have shown a reluctance to accept th
syllable as a viable phonological ‘unit (for example, Kohler, 1966).: Oy
argument which has been raised against phonological syllables is that, uniik
segments, the location of a syllable boundary within a morpheme can ne,\?e
be phonemic. That is, two morphemes such as /a$pla/ and /ap$la/ canngp
differ only in their syllable structure. Of course; we have seen in the bedrog
example in 6.1.1.1.1 that syllable divisions can differ depending on interna
morphological boundaries, but they cannot differ independently of su¢
boundaries.® If morphemes could differ only in syllabic structure, then a
opposition such as that between bacon [beSkon] and beckon [bek$on]
$

ﬁylVennemann (1972a), who states: “All phonological processes which can be
tated in a general way with the use of syllable boundaries:can also be sta;ed
without them, simply by including the environments .of the syllabification
ules in the formula. My contention is...that in numerous cases such a
- formulation would miss the point, would obscure the motivation of the pro-
: ‘cess rather than reveal it” (p. 2). (Compare the conclusion of Hoard, 1971:139-
40.) A single example will suffice.

In the following Modern Icelandic data (taken from Vennemann, 1972a: 3),

a hatwr  Tha:t"Yr] . ‘hatred’
bofsi  [of:si] ‘violence’

~ a vowel is lengthened if followed by a CV sequence (as in a) but not if it

[bekon]) could be reinterpreted not as a vowel contrast but as a syllab < followed by a CCV sequence (as in b). As seen in ¢, however,

contrast, that is, /beSkon/ vs. fbek$on/. While vowels would in this case be:
redundantly tense in open syllables, a problem would arise in distinguishing
bake [bek] and beck [bek], where the only alternative to the /e/ vs. [g]
opposition would be ad hoc syllable distinctions such as /be$k/ vs. /bek/.
One way to prevent such misuse of syllable boundaries is to disallow their
use in phonological descriptions. i

Because syllable boundaries can be determined automatically from uni-
versal principles and language-specific facts about the segments contained in
the syllables, generative phonologists have largely worked under the assump-
tion that the syllable is unnecessary in phonology. Instead of writing a rule:
of syllable-final devoicing as follows,

e titra.  [t'ritra]  ‘shiver’

certain consonant sequences appear to be exceptional in that they allow the

‘preceding vowel to be lengthened. The complete set of such sequences

consists of /p, t, k, s/ in the first position and /1, j, v/ in the second. All other

sequences of two consonants block vowel lengthening.

~On this basis, it would be quite complex to present a rule of vowel
lengthening. Vennemann’s initial formulation is as follows:

[+stress] = [+long]/ - Ci (CV
v

“Condition: C, = r,],v; if present,

C- [""Voice] /—-S C1 =Pt k9 S

the full segmental determinants of syllable division can be incorporated into-
the rule. Thus, in a language where a consonant is syllable-final if it is either
word-final or followed by another consonant, the devoicing rule can be written
with a disjunction: :

However, the difference between ofsi (where vowel lengthening is blocked)
and zitra (where vowel lengthening is permitted) is one of syllabification.
An underlying /VCCV/ sequence will be syllabified either VC$CV or V3CCV
depending on the identity of the consonants involved. Thus, according to the
information just given, ofsi will be syllabified of $si; while fitra will be syllabi-
~ fied as ti$tra. The above rule can now be rewritten to reflect this difference in
- -syllable structure: '

: ##

C - [—voice] / .- { C}
While the use of § instead of C, V, and ## sometimes simplifies phono-
logical statements (see below), the fact that it can always be avoided is
seen as evidence that it has no phonological status.

Recently, however, arguments have been presented for incorporating the
syllable into generative phonology (for detailed argumentation, see Hooper,.
1972, and Vennemann, 1972a). The position of these linguists is summed up

[+stress] — [+long]/ —$
v ’

This rule is considerably simpler than the rule involving a condition on
consonant sequences. Of course, in this framework, there would still-have to
be statements of where the syllable boundaries occur, and in a language such
as Icelandic, these statements would be quite complex. :

6.1.1.2 Other Phonological Suprasegmentals While the trend
~appears to be toward general acceptance of the Syllable as a phonological
unit, there has been much discussion of whether the syllable may be a unit of

3 The only reservation that need be made is that some words may function as if they have
internal morpheme boundaries. Thus, there is a McAuley Street in Oakland, California,
pronounced [mok$oli], which contrasts with McCawley [ma$ksli], the name of a famous
linguist (Francine Desmarais, personal communication).
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performance rather than a unit of competence (Fromkin, 1968). That is:
likg the phoneme, which represents an abstract distinctive unit of sound-wh
is part of the speaker’s knowledge of his language, the syllable may sim
a unit required for the production or perception of utterances. As discusseq
by Fromkin, it may be that phonological units larger than the syllable.are g,
units of performance. The notion of a ““breath group,” for instance, seem
directly tied to the speech act rather than to an underlying system of Iingui-sfj
knowledge.* Similarly, Lehiste (1970) argues for sequences of two syllable
as a phonological unit: “The disyllabic sequence, consisting of an odd- ap
an even—numbered syllable, appears as a basic phonological building blge
out of which words seem to be constructed” (p. 163), In Finnish, for instance
where stress is placed on the initial syllable of a word (and then reiterate
in a weaker form on every odd-numbered syllable), Lehiste notes: that ¢
two syllables comprising the sequences tend to have equal intensity, but each
successive pair has less intensity than the preceding pair” (p. 164). She als
argues that, in Estonian, statements of duration cannot be made with any
insight except by reference to both the syllable and disyllabic sequences. Of
course, little can be said about where these facts fit into a phonological
system until general agreement is reached on what is considered to be com

petence (phonological knowledge) and what is performance (use of thair
knowledge).

tly proposed word-formation component (Halle, 1973), itis assu;{led that
input to these rules will be morphemes. Since speakers are claimed to
ve knowledge of the morphemic structure of words (for example, thc_a word
e formational consists of the parts trans+ form+at+ion+al), the lexicon of
. ;;ans nage is viewed as containing an exhaustive list of the existing morpheples.
' 313;’%1 from 3.3.3 and 3.3.4 that one of the aims of phonology (especially
. i;crétive phonology) is to account for alternations occurring in allomorphs
: ﬁf the same morpheme (for example, the [a1] of divine as opposed to the {1]
‘,)fg:;;n;ltejlj);vith the question of how the lexicon is structured is the question
of whether sequential constraints should be stated in terms of morphemes.
~ Recently, Hooper (1972, 1973) and Vennemann (1972a) have argued for
' constraints on syllables (compare Brown, 1970). The need for szyllable-s.truc-
_ture constraints may be illustrated by Chomsky and Halle’s (1968:417)
examples in a and b: :

a blick ¢ abnick (i.e., ab$nick) )
b *bnick d *agbnick (i.e., *ag$bnick, *agbS$nick)

' kAlthough the nonsense form blick does not occur ir.l the Eng]is.h lexicon (see
'1.6.1), it is well-formed with respect to the phor}o}oglcal properties of Engl.lsl'l.
On the other hand, the nonsense form bnick is not well-formed, since (it is
claimed) English morphemes do not begin with sequen.cc?s such as bn—. In
other words, bnick violates a morpheme structure condition (see 4.2.1.2) of
ish.
Enl‘%llotice, however, that while the nonsense form in ¢ is well—form.ed, the
nonsense form in d is not. The reason is that the first can be syll.ablﬁed as
ab$nick, which yields two well-formed English syllables, but *agbl_uck cannot
- be syllabified in any acceptable way (both *ag$bnt:ck an(} *agb$nick produce
unacceptable sequences within a syllable). Eyen if abnick were a.nalyzeq z}tls
ja+bnik/, we would not necessarily expect this to be exceptional in English.

6.1.2 Grammatical Units

It is now generally accepted that grammatical information can often
exert an influence on the sound system of a language (see 3.3.2). Although
opinions vary as to what is meant by such entities as morphemes, stems, and
words, phonologists frequently find it necessary to refer to such units in
their analyses. Grammatical units have played an important role in both
the statement of sequential constraints and the statement of phonological
rules. For the moment we shall limit our discussion to the above three units, . nostic
whose boundaries are indicated by ## (full word boundary), # (internal I“. fact, some phonologists may be temptedt.t‘g Zr;ailzzz.:l::ox?rifzexual,
word or stem boundary), and + (morpheme boundary). with a morpheme boundal'ry (that lls, ad+g"0~::1 1 ;’msis with dn ir;itia 1 ortho-

6.1.2.1 The Statement of (Underlying) Sequential Constraints Since ete. (c:,ompare the semantically rehate wor fm T ther b or gn begin a
the morpheme is defined as the minimal unit of meaning, most linguists - graphic g )'~ What seems relovant, i oweveﬁ, g?e It may turn out that all se-
assume that morphemes are listed in the lexicon. Thus every item in the morpheme, but ~whether they begin da' syt a of syll a){ﬂes or words, though
lexicon has a + boundary at each end. While many linguists have accepted quential constraints should be st.att:h. . :;ms Y ,
the notion of lexicalized words, that is, polymorphemic forms which for much work remains to be done flrll,h 'S ?r :cal Rules: Boundaries The syllable
semantic or phonological reasons must be listed in the lexicon (for examiple, 6.1.2.2 The Stater?ento on otgg f ctioni;l of phonological rules.
silkscreen, as opposed to a silk scréen), it is clear that other words may be and word are found tohbe ;I;;p?;?nrtullgs thlemm be stgated with grammatical
generated by means of productive rules of derivational morphology. In a izuizgifgagtzo?iiirﬁplz r’l ‘wc;gr d-final devoicing), while other phonologic.al
rules cannot assimilate one segment to another segment when certain

4 The demarcation of breath groups de ends, however, on syntactic phrase and clause 'k : !
T ’ ’ boundaries intervene. A number of questions concern the nature of boundaries

boundaries.



© 196 Suprasegmental Phonology 6.1

in phonology. Where do they come from? How should they be specified (e
example, with features such as [ + word boundary])? How many boundag;
are there in phonology and what is the relationship between them? The ma;
boupdaries used by generative phonologists are ## (full word boundary
# (internal word or stem boundary), and + (morpheme boundary). j
addition, a number of linguists (Harms, 1968:110ff; McCawley, 1968:5.

Stanley, 1973:193) have proposed other grammatical boundaries, which

have been represented by symbols such as @, %, &, =, *, !, and —. Soy
of these boundaries are language-specific and define the domain of a specific
phonological process (for example, vowel harmony). Finally, Schane (19733:
66) uses the symbol || for a phrase boundary. :

Different boundaries seem to have different strengths, according to the

following scale:

g + # ##

>

0 1 2 3

Of the major boundaries, + is the weakest and ## the strongest. What this

means is that ## has the greatest ability to block a phonological process from

applying across it. One such example, from Fe?fe?-Bamileke, -was seen in

3.3.2. Another example occurs in- Mandarin (see Cheng, 1973:82-83). In

Mandarin,. unaspirated noncontinuants become voiced intervocalically as'in
the following formalization:

—son
—cont| — [+voice]/V —_V
—asp

As seen below in a, this rule applies when there is an intervening internal wdrd

boundary (#), but doés not apply when there is an intervening full word
boundary, as in b:°

a /ti# tif - [tidi] ‘younger brother’
b lau## ti/f — [ldu ti] ‘old brother’ (fig. ‘buddy’)

Such exam.ples show that # # is stronger than #, since it is harder to penetrate. :
That # is stronger than + is seen from the fact that the simple morpheme

boundary + is incapable of blocking a phonological rule. Thus, Chomsky
and Halle (1968:364) have proposed that any phonological rule of the form

A-»B/C__D

5 While some Sinologists may be tempted to view the “neutral” tone as conditioning the

intervocalic voicing, there is good evidence that the neutral tone itself owes its existence

tlc; 71;(;gndary reduction (see 6.2.1.2.3), which in turn causes the loss of stress (see Cheng;
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can be expanded to include sequences of segments interspersed Uwith +
, poundaries, as seen below:

A-B/C+ _+D

A—-B/C+ D
A-BJC _+D

'This claim about the status of + has not been contradicted by any reported
‘language. ,

" A second function of boundaries is to condition or motivate phonological

- rules. That is, there are certain phonological processes which take place only
at a boundary. Some rules take place at a # # boundary but not ata # or +
poundary, while other rules apply at both a ## and a # boundary but not
at a + boundary. In fact, in many cases, having a + boundary is like having
no boundary at all. Recall from 3.4.2 that the rule deleting the /g/ of /ng/
sequences must be made sensitive to a boundary as seen below:

g-—&gln-—-#

The following derivations are observed:

Jbring ## hor/ — [briger]  (full word boundary)
Jsing # orf — [smer] - (internal word boundary)
flong + or/ - [longar]  (morpheme boundary)
/fingarf — [fipgar]  (no boundary)

- In the above forms, the |g/ of bring her and singer is deleted, since these

have, respectively, a ## and a # boundary. In the forms for longer and

finger, the [g] remains, since neither a + nor the lack of a boundary can

condition deletion of /g/. In other words, it would appear that there are two
internal word boundaries, one of which (#) is like having a word boundary
and the other of which (+) is like having no boundary. f

The question now is, what role does + have in phonology? Are there rules
which are conditioned by + ? We see in examples such as [g/-deletion i1
English that + is a weaker boundary than #. This means that it is less
effective both at blocking and at conditioning phonological processes.
There are, however, certain cases where a phonological rule ‘has been con-
ditioned by a + boundary, for example, the formulation of **velar softening”
by Schane (1973a:95). For our purposes this rule-can be formulated as
follows: : :

k-os/+1i
This rule is designed to account for alternations such as the following:

electricity [s]
criticism s}

electric [k
critic - [k]
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If the forms on the right are analyzed with internal + boundaries (that i
electric+ity and critic+ism), then the above rule will not apply to sue
words as the following:

a - kill, key, kit, kite (from /kit/? See 3.3.4)
b spook#y, hawk#ish, pack#ing

The rule will not apply to the forms in a because there is no boundary
preceding the high front vowel, while it will not apply to the forms in }
because the boundary present is not the right one. However, notice that what
this means is that the + boundary conditions a phonological rule which ig
not conditioned by the stronger # boundary. We can conclude either that
this is an exception to the hierarchy presented above or that there is somethin
wrong with this (and similar) analyses. ; _

Since #, but not +, is capable of blocking a phonological process, it is
not likely that the hierarchy is wrong. While we could simply note this

English example as anomalous, there is some reason to consider rewriting

the above rule to apply only to specific morphemes. Alternations between
[k] and [s] are limited to lexicalized words (which originally were all
borrowed), or to words built on analogy with these words. Thus it appears

that the only productive conversion of [k] to [s] is when the word ends in
-ic. This change takes place before a highly specific set of suffixes (for example,

-ity, -ism, -ify, -ize). While this class of suffixes could be abbreviated by the

4+ boundary (or by an arbitrary %, boundary, if + were used for something

else), it may be just as valid to write the rule as follows:

k — s/ . {ity, ism, ify, ize}

Or, /k/ in the suffix ic becomes [s] before these suffixes.® Although linguists
like Stanley (1973) have posited numerous boundaries, it seems likely that .
further research will provide principled constraints on the use of boundaries

in phonology.

6.1.2.3 The Transformational Cycle A major innovation of the
generative school of phonology was the introduction of the transformational
cycle. Receiving its first statement in Chomsky, Halle and Lukoff (1956), it
receives -its fullest treatment in Chomsky and Halle (1968). Since, as we
shall see, the application of the cycle depends on boundaries, ‘and since
almost all of the examples where its use has been argued involve stress, it is
appropriate to consider this issue in the discussion of suprasegmentals.

However, only the general motivation for recognizing the cycle in phonology

will be considered here. For detailed argumentation and exemplification, the

8 An alternative approach is to mark those instances of /k/ which undergo velar softening
with a special diacritic, say [+ VSI; or, alternatively, one could mark those instances of
fi/ and /1/ which condition velar softening with such a diacritic. In either case, the rule of
velar softening would require that forms which undergo it be marked [+ VS].

“out
g divinatory
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‘def is referred to such works as Chomsky and Halle (1968), Brame
reaﬁa’ 1974), Kisseberth (1972), and, for a critique of Chomsky and Halle,

\%0'3\510972).

The examples which will now be discussed are taken from Brame (1972a).

In discussing English adjectives ending in -afory and -ative, Brame points

that there are two stress patterns, as seen below:

b assimilatory

~jnfidmmatory congratulatory
obligatory anticipatory
derivative génerative

- compérative iterative
disputative ejaculative

In the words in a, stress is assigned to the syllable immediately preceding

the -atory or -ative suffix, while in the words in b, stress-is assigned two
_syllables before the adjective suffix. Since words such as derivative »and
génerative have identical syllable structure—but different stress patterns—

one might simply conclude that stress is phonemic (that is, unpredictable) in

~these adjective forms.

" To do this would, however, miss an important fact about stress apd word
structure in English. Namely, the verbs from which the adjectives in a and
b are derived are consistently different, as seen below:

¢ divine 4 assimilate
inflame congratulate
oblige anticipate
“derive génerate
¢ompare fterate.
dispute ejaculate

The verbs in d end in -afe, while those in ¢ are bisyllabic and do not

involve the -ate suffix. What this means is that if we were to try to locate an
internal word boundary in adjectives such as derfvative and génerative, we

“would place them differently, that is, derfv#ative and génerat#ive. (These

words may involve + boundaries, that is, deriv#at+ ive and géner + at#ive,

" though we have already observed the minor role this boundary plays in

phonology.) Similarly, two words such as divinatory and sdlivatory would

" have an internal word boundary at different places, that is, divin#atory and

sdlivat#ory. Given the knowledge that adjectives ending in -atory and -ativ.e
are derived from verbs, one can predict the stress of the adjective on the basis
‘of the verb which is contained in it.

There are two good indications that this is in fact what speakers df” that
is, they predict the adjective stress on the basis of the verb stress. Flrst{ as
pointed out by Brame (1972a:68), the word obligatory has two pc.:ssﬂ.)le
stress patterns, either obligatory. or dbligatory. In the first case, the adjectlvc'
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is derived from the verb oblige; in the second case, it is derived from ik
verb dbligate. The word sdlivatory cannot be pronounced *salfvatory, sin
there is no verb fo salfve. Since it receives its stress on the basis of the ver
sdlivate, its stress must be sdlivatory. A second indication that this is the
correct way to view English stress is the fact that English speakers are not
always sure of the stress placement in such adjectives when they canrot
readily locate a verb inside them. A good example is the word pejoratipe,
which has two pronunciations: pejérative or péjorative. The first stress patte
is built on the basis of a hypothetical verb o pejdre, while the second is buil¢:
on the basis of a hypothetical verb to péjorate. Since pejére does not exist,
and since péjorate is not likely to be known, when English speakers see the
word pejorative written, they are not sure which way to pronounce it. This
analysis seems therefore to have support.

The basic principle of the transformational cycle is that a phonological
rule (usually stress placement) operates on a “word within a word™ before
applying in a second cycle to the complex word as a whole. Rather than
representing the internal structure of words by means of the boundaries
# and +, we indicate it by means of labelled bracketing, as follows:

[ [deriv]y at+ive ], [ [gener+at]y ivels

In the above bracketing, V stands for verb and A for adjective. The principle
of the transformational cycle is stated as follows:

Regarding a surface structure as a labeled bracketing [which is generated by
the syntactic part of the grammar]..., we assume as a general principle that
the phonological rules first apply to the maximal strings that contain no brackets,
and that after all relevant rules have applied, the innermost brackets are erased;
the rules then reapply to maximal strings containing no brackets, and again
innermost brackets are erased after this application; and so on, until the maximal
domain of phonological processes is reached. (Chomsky and Halle, 1968:15)

In the above examples, we begin by assigning stress to the innermost brackets,
that is, [deriv]y and [géner+at]y. The stress rules proposed by Chomsky
and Halle correctly assign the stress as indicated. The brackets are then
erased, and we obtain [derivative], and [génerative],, with no further
modifications needed. :
In order to show how a stress assignment rule may apply in a cyclical
fashion, let us turn to a different kind of stress phenomenon. Chomsky and
Halle (1968:20-22) point out that the same morphemes, black, board, and
eraser, combine to yield three different stress patterns:
blaick boaixrd-ere;ser (board eraser which is black)
blackbogrd—era‘tzser (eraser for a blackboard)

black board eraser (eraser of a board which is black)
3 1
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m these examples 1 represents primary stress, 2:secondary stress, and 3
: tertiary stress (see 6.2.1.4). In order to correctly predict these stress patterns,

three mechanisms are proposed:

(1) rules for stress assignment to lexical (monomorphemic) items
(2) acompound stress rule
(3) a nuclear stress rule

We shall not discuss the details of (1) here. For our purposes a monosyllabic

lexical item receives stress on its syllabic nucleus (that is, a vowel), while bi~

and polysyllabic items receive stress according to other rules. The compound
stress rule assigns stress as follows (1968: 18): '

1
[1 stress] — [1 stress]/ —... V...
v

In

If within a noun two vowels have [1 stress] (because the noun is mc'Jr'pho-
logically complex, that is, a compound), the first of thesc? rec‘eives an additional
[1 stress] specification, while the second by convention is reduced by one
stress level, that is, to [2 stress]. The stress of the compound blackboard is
thus derived as follows: )

[ [black], [boardln In
[ black board ]y (by lexical stress rule)
1 1

black
1

board (by compound stress rule)
2

The noun blackboard consists of an adjective black and a noun board, as
indicated by the bracketing in the first line. In the second line, [1 stre.ss] is
assigned to the vowel of each of these monosyllabic lexical items (which in
this case are words). At the same time, the innermost brackets are erased.
In the third line, the compound stress rule has assigned [1 stress] to black,
while the [1 stress] of board is automatically reduced to [2 stress], yielding
the correct stress pattern. : .

The nuclear stress rule applies in just those cases where two lexical items
(words) come together in a phrase but are not compounded. It can be
formalized for our purposes as follows: : :

1
[t stress] — [l stress]/V...—...
v

If within a noun phrase two vowels have [1 stress], the second pf these
receives an additional [1 stress] specification. Again, by convention, the
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[1 stress] in first position is reduced by one stress level. The noun phr
black board is thus derived as follows:

[ [black], [board]ly lne

[ ble;ck boixrd Ine  (by lexical stress rule)

fpeach of these derivations, stress is first assigned within the innermost brackets
- (that is, to units which do not have internal brackets); these brackets are
* ¢then erased and stress is assigned within the remaining innermost brackets,
~ and so on. Derivation b best illustrates the principle of the transformational
gycle. In the first cycle, [1 stress] is assigned by the lexical stress rule to
[bléck] a» [ bodrd]y, and [erdser]y, as indicated. After lexical stress has been
assigned, we are left with the bracketing [[blick board]y erdser]y. Thus,
fooking at the innermost bracketing, we see that the compound stress rule
will apply to [black board ]y, changing its 1-1 stress pattern to 1-2. After the
“prackets around [black board]y are erased, we are left with [black board
_eraser]y. At this point a second application (or cycle) of the compound stress
_rule applies, converting the input 1-2-1 stress to 1-3-2. That is, [1 stress]
~is assigned to the leftmost member of the noun compound, black, thereby
‘requiring that all other stresses be reduced by ome. By use of the trans-
formational cycle, therefore, the complex stress patterns of English can
be adequately accounted for.” :

blgck bo;lrd (by nuclear stress rule)
Asin the previous derivation, we begin with the words [black], and [board),
However, this time they are joined together not as a compound noun but;gs
a noun phrase, that is, an adjective modifying a noun. By the lexical Streg
rule, [1 stress] is assigned to the vowel of each of these words. The innermog
brackets are then erased. At this point the compound stress rule cannot apply
since black and board are joined not as a noun but as a noun phrase. Tk
nuclear stress rule then applies, assigning [1 stress] to board and reduciy
the [1 stress] of black to a [2 stress] specification.
With these rules we are able to account for the stress differences between

12 2 1

blackboard and black board. At this point we are ready to move on to th

three stress possibilities which are observed when black, board, and erase

are combined. The derivations are given below (Chomsky and Halle, 1968; 21);

a ‘board eraser which is black’ '
[ [black], [ [board]y [eraser]y In Ine

[ blellck [ boiexrd erz}ser In e (by lexical stress rule)

6.2 Suprasegmentals of Prominence

The word prominence is used as a cover term to include stress, tone,
and duration (se¢ Voorhoeve, 1973:1n). While to some linguists only these
features are true suprasegmentals, other linguists have analyzed vowel har-

[ black board  eraser d :
1 2 Ine (by compound stress rule) mony and nasalization suprasegmentally as well (see 6.3). The features of
black board  eraser (by nuclear stress rule) stress (intensity), tone (pitch), and duration (length) are always present in all
2 1 3 utterances (Martinet, 1960:75). Thus, any utterance in any language is

characterized by differing degrees of loudness, melody, and rhythm. In
addition, it is noted that these three aspects of the speech signal, corresponding
respectively to stress, tone, and duration; can, unlike segmental features, be

b ‘eraser for a blackboard’
[ [ [black], [board]y ]y [eraserly Ix

[l blellck bo;trd In eraser - ]y (by lexical stress rule)

1 isolated and extracted as a pattern on an utterance. As such, each of these can

[ black board eraser - ]y (by compound stress rule) be easily demonstrated in a medium other than speech. On a guitar, for instance,
! 2 1 differing degrees of loudness depend in large part on the force with which
bli«Ck b0§1rd erz;ser (by compound stress rule) a string is ‘plucked, different melodies are obtained by plucking different

notes, and different rhythms are obtained by varying the duration of each
pluck. Unlike voicing, nasalization, affrication, et¢., stress, tone, and-duration
are “overlaid functions” on segments (Lehiste, 1970:2) which can be produced
independently of these segments both by the human voice (for example,
humming) and by other modes of production. ~

¢ ‘eraser of a board which is black’
[ [ [black], [board]y e [eraser]y In

[{ blz;ck bo;lrd Ine ereiser In  (by lexical stress rule)

[ blgck boilrd ereiser Ix (by nuclear stress rule)
7 Notice, however, that the stress patterns can be modified by means of contrastive or
bla;ck bola rd ere&ser (by compound stress rule) emphatic stress. Thus, if one contrasts a bldckboard eraser with a blackboard stand, eraser

may receive contrastive stress (e.g., ‘1 said blackboard erdser; not blackboard stdnd).
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6.2.1 Stress

Of the three suprasegmentals of prominence, stress receives by far
the -most developed treatment in the literature. While this can be largéjs,
attributed to the fact that most European languages are stress languageg

¥

recent intensive work on tone languages (see 6.2.2) provides a perspectiye

in placing stress within the wider context of prominence, :

6.2.1.1 What Is a Stress Language? Stress has been defined in
basically two ways: first, in terms of its Phonetic properties; second, in terms
of its linguistic function. We shall first emphasize the function of (word) stress
and then turn to its phonetic realization (compare the approach of Garde, 1968)

In looking at various languages of the world which are said to be charae.
terized by stress, it is quickly observed that stress has a culminative functioy,
The purpose of assigning stress, as in the first syllable of ddta and the secong
syllable of detér, is to mark one syllable per word as carrying prominence.
That is, there is a culmination of prominence on one syllable, and only ong
syllable per word (or stress unit) can receive this prominence. While in aj}
stress languages prominence is culminative, it is at this point that stresg
languages begin to differ. '

The major distinction that must be drawn is between free vs. fixed stress.
In a language with free stress, prominence can occur on different syllables
(for example, first, last), depending on the word. Thus, in Russian the two
words miika ‘torture’ and mukd ‘flour’ are distinguished by the fact that ig
muka stress is on the first syllable while in #ukd it is on the second (Trubetz-
koy, 1939:188). That we are dealing with a stress language is seen by the fact
that there are no Russian words pronounced mikd or mitkd. Since stress is
f:ulminative, there can be no word where all syllables are marked by prom-
Inence, nor can there be a word where no syllable is marked for prominence
Since stress can occur on the first syllable in one word but on the second in
another, stress is said to be phonemic in these languages. . '

.Lgnguages which restrict the placement of stress to one particular syIlabie
w1t'hm each word are said to have fixed or nonphonemic stress. Thus, stress is
assigned to the first syllable in Hungarian, to the last syllable in Turkish, and
to the penultimate (second from end) syllable in Polish. In these languages
stress is completely predictable. In a language such as Russian, stress will often
have to be marked on lexical items; stress therefore acquires a Jexical function.
In a language such as Hungarian, where the first syllable of every word is
stressed, !exical items need not be marked for prominence. Instead, a rule of
stress assignment figures among the phonological rules of the language:

$ o [+stress]/##

8 ) .
There are apparently languages which have words lacking stress, for example, Seneca

(Wal'lace. Chafe, personal communication), Hungarian (Robert Hetzron, personal com-
munication), and others.
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A syllable is stressed in word-initial position.® In Hungarian and other

nguages with fixed stress, stress may have a demarcative function (see

.;}t[artinet, 1960:87). That is, stress signals'a word boundary. In this respect
it can be compared to languages such as German and Arabic where a glottal
gtop is inserted stem-initially before a vowel (that is, before the-# boundary).
. @Given 4 stress in Hungarian, we know that we are at the beginning of a word.
" Thus, it would appear that stress is an aid in processing utterances. In a
janguage with demarcative stress, each stress tells us where we are in the
word. In a language with lexical stress, we can merely correlate stress with'a
different word, though we do not know exactly where in the word we are.

+6.2.1.2 Factors Determining Stress Placement ~In languages with

Jexical stress, the placement of the stress within a word is part of the under-
“lying phonological form. Therefore, no rules of stress assignment are needed.
“In languages with predictable stress, prominence is-assigned “according to
grammatical and sometimes also phonological factors, '

6.2.1.2.1 Grammatical Factors -The most obvious - grammatical

factor in determining stress placement is the word boundary (# #). As noted,
some languages assign stress to the first-syllable, others to the penultimate
syllable of each word, etc. The grammatical boundary which is relevant
for stress placement may vary somewhat from language to‘language. Thus,
in French, stress is placed on'the last syllable of each sense group, for example,
de la mairie ‘from the town-hall,” la Tour Eiffél ‘the Eiffel tower.” If each
- word were to receive stress on its last syllable we would have the incorrect

*[4 Tour Eiffél. In French, then, the word is not a relevant category for stress
placement. In other languages, stress is automatically placed on the stem of
each word. In this case the relevant boundary-is #, instead of the full word
boundary ##. : : :

In addition to boundary information, stress rules must sometimes make
reference to grammatical categories. In 3.3.2 it was observed that in some bi-
syllabic noun-verb pairs in English, stress is assigned to the first*syllable in
nouns (for example, cénvert), but to the second syllable in'verbs (for example,
convért).'® In Spanish, stress is assigned to the last syllable of infinitives
(for example, decir ‘to say’, not *décir).” Since stress is expected on the
penultimate syllable (subject to syllable ‘weight; see 6.2.1.2:2), ‘infinitives
constitute an exception to the general rule. One possibility is to have a
morphologized stress-assignment rule which would raake explicit reference to
the category “infinitive,” much as the English rule must refer to the categories

¢ In generative studies such rules are usdall‘y written as
V-~ [-lj stress] )

since stress is seen to be a property of syllabic segments.
*® There are, however, important exceptions to both of these patterns, some systematic,
some idiosyncratic, e.g., fo rével vs. to rebél. ’ )
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“noun” and *“‘verb.” On the other hand, J. Harris (1969:177ff) proposes
infinitives have an abstract final Je/, that is, decire ‘to say.” In this case
can first have penultimate stress assignment (decire) and then final J
deletion (decir). The form decir would in this case be only a special exceptiq
to the general pattern of stress assignment in Spanish. Since historica}
there was such a vowel on infinitives, we at least gain some insight into-he
a morphologized rule (that is, final stress assignment in infinitives) can com
into being (see 5.2.6.2). 5
6.2.1.2.2 Phonological Factors  While languages with fixed st

single out a particular syllable of a word for stress, that syllable may be mo
or less “stressable” depending on its phonological structure. Recall from
6.1.1.1.1 that the syllable was divided into an onsef and a core. In a cve
syllable, C is the onset and VC the core. In many languages, a syllable who
core consists solely of a short vowel (V) cannot be stressed and stress must:
pass to a neighboring syllable. Such a syllable is said to be light. A syllable
whose core consists of a long vowel (V:), a VV or VC sequence, or com;
binations of these, can be stressed and is said to be heavy. This distinction in
syllable weight is therefore an important phonological variable in the state-:
ment of stress placement (Newman, 1972; Allen, 1973).
The best known example of syllable weight comes from Latin. As seen iﬂ:
the following examples (Allen, 1973:51), :

{lable weight as a factor in stress placement cannot be purely phonetic.
6.2.1.3, it will be shown that stress has a tendency to lengthen vowels.
’ﬂ;us, if- Latin réficit were to receive stress on its penultimate syllable, the
véwel /if of this syllable would tend to lengthen, and /fi/ would threaten to
.merge with /fiz/. In order to avoid this merger, stress is shifted, hopefully to
ﬁﬁd a- heavy stressable syllable. In: some languages (for examp‘le, Eastern
‘Chemeris [Itkonen, as reported in Kiparsky, 1972:190]) stress is retracted
pack further and further until it finds a compatible syllable. In the event that
there is no preceding heavy syllable, stress is expected on the first syllable
 (for example, Latin réficit, where re is a light syllable). o

o7 6.2.1.2.3 ‘Factors Determined by Stress Placement In the foregoing
discussion we have emphasized the linguistic function of stress. Althmhxgh
stréss is seen to be a grammatical feature (which can become part of a lexical
entry), somehow speakers have to provide phonetic cues so that the stress
;cakn beidentified by listeners. Since stress is culminative, it can be assumed that
the intention of the speaker is to give prominence or saliency to the stressed
syllable. While it was long believed that the primary phonetic cue of stres.s
was intensity (that is, the energy expended in producing it), phonetic investi-
gations have revealed that intensity is not a reliable correlate of stress (Mol
~and Uhlenbeck, 1956; Fry, 1955, 1958). Instead, pitch and duration (in that
order) are much more effective cues of stress than intensity. This has le'd
~ some scholars (for example, Bolinger, 1958:111) to conclude that “pitch is

a- refé:cit cur main cue to stress.” . ‘
b reféctus - Part of the reason that stress was viewed. in terms of intensity was the
¢ réficit

_feeling that it would have to be radically different from tone (see 6.2.2).
However, since pitch is seen to be the most important phonetic signal of
stress, and since pitch is clearly the most important cue of tone, the difference
between stress and tone is a linguistic one and not a phonetic one. This
éxplains why placing a stress on a given syllable can cause modiﬁcations. of
the segments over which it has domain. Correlating with stress is a changing
pitch (usually rising from an unstressed to a stressed syllable and falling from
a stressed to an unstressed syllable), greater duration (for example, vowel
lengthening in a stressed open syllable), and greater force of articulation (for
example, the tendency for consonants to become aspirated or geminated).
While ‘the pitch characteristics of a word such as dara, with stress on the
. first syllable, are not perceptibly different from a sequence of high followed by
low tone in an African tone language, linguistic tone has not been shown to
have any of the above effects. Since both stress aindhigh tone correlate with
prominent pitch, it must be concluded that the segmental effects of stress are
due entirely to its culminative function. Both vowel lengthening and consonant
fortition signal the prominence of a syllable which has culminative stress.
Since - stress has these intrinsic properties associated with 'it, it"is not
surprising to find languages phonologizing (see 5.2.5) these properties into

stress is assigned to the penultimate syllable in a and b, but to the ant
penultimate syllable in e. This difference is, of course, conditioned by
syllable weight. Stress is normally assigned to the penultimate syllable in
Latin, except when that syllable is light. In this case, the stress is assigned to
the antepenultimate position, as in réficit, where the penultimate syllable
is light,

In many languages stress can be assigned only to a heavy syllable. Thus,
Jakobson (1931a:117) reports that Classical Arabic assigns. stress to the
Jfirst heavy syllable of a word. One important observation is that all languages
with a heavy vs, light syllable dichotomy have a vowel-length contrast, that
is, CV contrasts with CV:, which patterns with CVC. If this were not the
case, we would simply have a contrast between open (CV) and closed (CVO)
syllables. Apparently no language requires that stress be assigned only to
closed syllables. Thus, in the absence of CV:, a CV syllable will always be
able to accept stress. Since the same CV functions as a light syllable in
languages with a vowel-length contrast and as a syllable equal in weight to
CVC in languages without a vowel-length contrast, the explanation for
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rules of the language. Numerous cases of strengthening in stressed syllap]
and weakening in unstressed syllables are attested, some of which, fi
example, consonant fortition in Finnish, were discussed in 5.2.4.2. In Italiz

tense stressed mid-vowels undergo lengthening and then diphthongization
follows:

péde — pé:de — piede ‘foot’
béno - bé:no — buiono ‘good’

Stress causes vowel lengthening and long vowels tend to diphthongize op

raise or both (see Labov, Yaeger and Steiner, 1972). An interesting case of

weakening in unstressed syllables is reported for Mandarin Chinese (Cheng,
1973) In the following derivation,

/i pa/ — [libe] ‘fence’

the second syllable is unstressed. Three things happen as a result: (1) th
low back vowel /a/ is reduced to schwa, (2) the voiceless stop /p/ is weaken

to [b], and (3) the high tone of /pd/ is reduced to “neutral” tone, which in -
the above example has Jow pitch. Since these three adjustments are all
associated with lack of stress, Cheng (1973:83) concludes: “All the segments .

in a neutral-tone syllable become lax.”

6.2.1.3 Natural Stress Rules Given that the function of stress is.
to highlight a particular syllable of a word, any rule which contributes to the
identification of that syllable’s prominence will be considered natural; by -
the same token, any rule which detracts from the prominence of that syllable

will be considered less natural (or, conceivably, unnatural). Rules of stréss

placement can be evaluated for both their conceprual and their phonetic

naturalness.

6.2.1.3.1 Conceptual Naturalness Conceptually, since stress. ideally
demarcates word boundaries, the more regular the stress assignment, the
more successful it is in fulfilling its linguistic function. A stress rule which

requires morphological information (that is, class categories) or which refers

to syllable weight is less natural, conceptually, than a rule which operates
across the board. In addition, a rule which places stress closer to a word
boundary is more natural than a rule which places stress further from a
word boundary, at least from a conceptual point of view. In other words,
stress tends to stay close to the beginning or end of a word. We therefore do
not expect to find many languages which stress the third syllable of a word,
since this would require much more calculation on the part of the speaker
and the hearer than would languages which place stress onthe first syllable.
That syllable weight adds to the conceptual complexity of a stress rule is seen

from the fact that the Latin phrase bdnacaligula allows two possible seg-
mentations (Martinet, 1960:87):

a bona caligula
b boénaca ligula
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In a, bona receives stress on its penultimate syllable, while calfyula receives
¢4

<s on its antepenultimate syllable (its penultimate syllable gu is light and

 therefore cannot accept stress). In b, both bonaca and ligula receive stress

on their antepenultimate syllables, since their respective penultimate syllables

 na and gu are light and cannot take stress. As pointe(} put by Martinet, there
s no way to predict that bénacaligula should be divided up into words as
in a rather than as in b. If stress were completely regular, however, a
f_WOuld be pronounced bdna caligila and b bondca ligila,

6.2.1.3.2 Phonetic Naturalness While conceptual considerations

would tend to have stress realized -either word-initially - or word-finally,

penultimate position is favored over final position by languages. T l}ere ap-
‘,pears-to be an asymmetry, since the two most highly favored posﬂons for
: stress are ‘the first syllable of a word and the second syll:f\ble from. _the
_end of a word. The attraction of stress from final to penultmgate position
- can be explained by recourse to phonetic naturalness. As pointed out in

6.2.1.2.3, Bolinger (1958) and others have established tha.t (changing) pitch
is the primary acoustic cue of stress. Consider the approximate pitch values
in the following English words: '

pérféct verb) [__11]
pérfect (adj) [T _]
perféction I |

 These words exhibit stress in initial, final, and medial position, respectively.

While the stressed syllable in perféction tises in pitch from the precedm_g
unstressed syllable and falls in pitch to the following,unstn'essed .syllable,' it
appears that the fall is perceptually more salient. than the tise. P:lI‘S.t, notice
that since pérfect goes from a high pitch to a low pitch, there isnorise 1nYolved
at all. Second, if the rise from an unstressed toa stressed syllable were primary,

" there would be no totally satisfactory way to explain the fall which is.ob-
‘served in perféct. Since a low-high sequence in a tone language does not

involve such a final fall, this fall cannot be attributed entirely to the fact that

- this stress is in utterance-final position. In fact, if the final stress in perféct .

did not fall, that is, if the pitch pattern were [ 7], linguists would probably
be inclined to call English a pitch-accent or tone-placement language (see
6.2.3.1). Since a monosyllable such as boy or girl is realiz.ed as [ ] rather
than as *[ /] in stress languages, we can associate a falling pltch’ contour
with underlying stress. i S
Accepting this position, we can now say that penultlmzfte position is
favored over final position, because a falling contour realized ‘over two
syllables requires less articulatory effort (note the tender}cy to level out
contour tones in tone languages—see 6.2.2.3.1.2) and mvolves. greater
perceptual prominence—that is, the high pitch of pérfect is more salient than

" the falling pitch of perféct (note the tendency of falling tones to become mid
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schwa. While this reduced vowel can be expected to be shorter in duration
+an the nonreduced vowel [#], the two words appear to have the same
itch characteristics. As pointed out by Lehiste (1970:150), it may simply be
at a syllable receiving nonprimary stress may be heard as stressed because
at some underlying level a major stress is assigned to this syllable (see Chomsky
. ;nd Halle, 1968:26n). In Lehiste’s words, “we ‘hear’ the underlying phono-
jogical form.” The words fire and madn receive [1 stress] by the lexical stress
“qule referred to in 6.1.2.3. In fire mdn the [1 stress] of man is reduced to
Y stress] by the compound stress rule. In fireman, an additional application
of the compound stress rule may apply, since this form is lexicalized (that is,
it is learned as a single form rather than created by a productive rule). The
~yowel therefore reduces to schwa, since the man syllable is felt to be less and
less related to the individual word mdn, which receives [1 stress]. Thus,
speakers may feel that a syllable has greater or lesser stress according to their
ability to relate this syllable to another occurrence where it has [1 stress].
In English, the less able speakers are to see such a relationship, the more
likely the vowel of such a syllable will be reduced to schwa.

What this means is that speakers may rate syllables on the basis of their
potential ability to be stressed. This may mean the possibility that a morpheme
may be unstressed in one word but the same morpheme may be stressed in
“another word; or it may reflect that syllable’s potential for receiving emphatic
of contrastive stress. Thus, the only way to emphasize fireman (for example,
‘I said f ireman, not yedman’) is by placing greater stress on fire. On the other
_hand, stress can be shifted to the syllable mdn of fire mdn, as in the sentence
‘I said fire méan, not fire wéman’ (compare dpple pie vs. dpple pie). Thus, the
~man of fire mdn may be viewed to be more stressed than the man of fireman
_because it can receive contrastive stress. Of course, it can receive contrastive
stress because ‘it retains its literal meaning ‘man’ as opposed to the meanmg
‘person” in fireman.

Such demonstrations have caused scholars such as Lehiste (1970 150)
-to conclude (compare Weinreich, 1954 for Yiddish): “It appears probable
that word-level stress is in a very real sense an abstract quality: a potential for
being stressed. Word-level stress is the capacity of a syllable within a word
to receive sentence stress when the word is realized as part of the sentence.”
For this reason, secondary stresses often have only “remnants” of primary
stress characteristics. While they normally lack the pitch correlates of
primary stress, they may have other segmental correlates {for example,
failure of a vowel to reduce to schwa in English). A particularly clear example
of this is presented from Spanish by Brame (1974). Brame points out that in
Spanish, under certain conditions, when the theme vowel /ef of the third
conjugation of verbs is stressed, it becomes [i]. Thus, /débes/ ‘you owe’ is
“pronounced [déBes], while /debédo/ ‘owed’ (past participle) is pronounced
[deBido]. We do not obtain *[difes], because the first /e/ is not the theme

or low in tone languages). Since language is characterized by downglide in
utterance-final position (see footnote 16), a high pitch on the penultimate
syllable followed by a low pitch on the final syllable maximizes the fall and
is thus favored over realizing the falling contour on the one final syllable
Thus, a rule which assigns penultimate stress is more natural from a phonetic
point of view than a rule which assigns final stress. :
That initial and penultimate positions are the most natural for stress
placement is dramatically confirmed in Auca.-In this language, words
consist of two parts, the stem and the suffix complex, both of which can be -
polysyllabic. As reported by Pike (1964:186-187), there are two primary
stress rules or “wave trains.” First, counting from the end of the word
suffixal syllables receive “alternating™ stress on every even-numbered syllable
Thus, the penultimate syllable will be stressed, as well as the ante-ante
penultimate syllable, etc. A second rule of alternating stress assigns stress to
every odd-numbered syllable counting from the beginning of the word. Thus,
the first, third, etc. syllables of a stem will be stressed. A word with four'
stem syllables and four suffixal syllables will therefore be stressed:
CVCVCVCV#CVCVCVCYV. In this case a perfect stressed-unstressed pattern
is obtained, though Pike points out that interesting complications arise
when two stresses “bump” at the stem boundary.
The Auca example reveals that stress rules can apply iteratively on every
other syllable, starting from the syllable receiving primary stress. Similarly,
Lehiste (1970:163-164) points out that Finnish receives initial stress and
then weaker alternating stresses on each odd-numbered syllable, that is
CVCVCVCYV... It appears that alternating stress facilitates the processing
of stress. This is particularly clear in a language which has penultimate stress, -
where alternating stresses establish a rhythm which crescendoes in penultimate
position, L
6.2.1.4 Degrees of Stress In discussing the culminative nature of

stress, it was stated that there can be only one (primary) stress per word.
As seen in the discussion of the transformational cycle (6.1.2.3), however,"
we spoke of three levels or degrees of stress, which were indicated by the
integers 1, 2, and 3 (that is, primary, secondary, and tertiary stress). It is
sometimes claimed that English recognizes four levels of stress (Trager and
Smith, 1951; Chomsky and Halle, 1968). It is difficult to support this claim,
since stress is presumed to be a grammatical (mental) feature, and not
directly a phonetic one. In other words, when one stress is judged to be more
prominent than another, this decision may be made. on the basis of the
grammatical nature of an utterance rather than its phonetic nature. In the
English utterances fireman [farrmon] and fire man [farr men], the first
(lexicalized) form is judged to have 1-0 stress while the second has 1-2 stress.’
We know that the second syllable of fireman receives less prominence
phonologically than the second syllable of fire man, since its vowel is reduced
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vowel, and we do not obtain *[dépis], because the theme vowel is
stressed. The stressed vowel, of course, receives [1 stress].

An interesting problem arises in the derivation of adverbs in Spanj
The relevant adverbs are formed by suffixing mente to the past particip)

of a verb, for example, reszgnada ‘resigned,’ reszgnadamente resxgnedly
As just indicated, the past participle would by itself receive [1 stress] o
its penultimate syllable. In the adverb, however, primary stress is assigng
to the mente suffix, and the underlying primary stress of the past particip
is reduced to [2 stress]. Since the correct form involving a verb of the thir,
conjugation is debidamente ‘justly,” that is, with raising of stressed /e/ to [1
the following derivation is proposed:

[ [debeda] mente ]

[ [debeda] mente ] by penultimate stress rule
1

[ debida mente ] by vowel raising rule
1

debida mente by penultimate stress rule
1

2

In the first cycle, stress is assigned penultimately to /debeda/ and then the:
stressed /e/ is raised to [i].** In the second cycle, penultimate stress is assign,
to /mente/ and the primary stress on /debéda/ is reduced to [2 stress
Although this [2 stress] does not necessarily carry with it the pitch chara
teristics of a primary stress, speakers will recognize that the syllable bi
receives [1 stress] in the word debida ‘owed,” and that in order for the
underlying /e/ to become [i] there must be some stress associated with

Thus, mentally bi2 receives more prominence than either the preceding de
or the following da syllable (see Hooper, 1973 for a noncyclic approach to:
Spanish phonology).

6.2.2 Tone

While stress was said to be of a culminative nature, having a
demarcative function in many languages, tone more directly resembles
segmental phenomena. Although most of the discussion of this section will
focus around African tone languages, tone is found in most parts of the
world (for example, Southeast Asia, Australia, Mexico).

't Brame puts the vowel-raising rule after the last cycle, although the correct output is ob-
tained either way. By placing it within the first cycle, however, the hypothesis can be
advanced that only primary stress has the typical segmental effects of lengthening, raising,
diphthongization, etc.
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6.2.2.1 What Is a Tone Language? Pike (1948:3) defines as tonal
any language “having significant, contrastive, but relative pitch on each
syllable.” As seen in the following examples (George, 1970:102),

nigh : [ba] ‘to be sour’

mid : [bal ‘tocut’

“tow 1 [ba] ‘to count’

: Nupe has a phonemic contrast between high tone, mid tone, and low tone on

any given syllable. The tone marks used in this section are as follows:

For African languages;

~high : [/ = H rising : jal =R
mid : fa/l=M falling : /al =F
low : [a] = downstep. .: [4/ = 'H
/4 =M
‘For Chinese (Mandarin)
tonel : /& = ["] (bigh)

tone2 : [4/ = [-*] (high-rising) ;
tone3 : /4] = [~] (dipping/falling-rising)
tone4 : [/ = [V] (high-falling)

Unlike stress, different tones can lexically contrast in a given phonological
environment. In a stress language it suffices to state where in the word (that
is, on which syllable) primary stress is placed. Thus in a bisyllabic word there

~.are two possible patterns: stressed-unstressed or unstressed-stressed. In a
* tone language such as Igbo (see Welmers, 1970), as seen below,

- high-high -+ [akw4] ‘crying’
high-low = ;" [akwa] - ‘cloth’
low-high~ < [akwa] ‘egg’
low-low - : [akwa] ‘bed’

four possible tone patterns are found, since H or L can occur on either

‘syllable. In tone languages, there dre sometimes restrictions on the occurrence

of tones, which can be either phonological (for example, the last tone of an

vtterance must be L) or grammatical (for example, the noun-class preﬁxes of =
Bantu have L tone).

Since these restrictions can sometimes be quite pervasive, this means that
there will be a lot-of redundancy in the distribution of], say, H and-L tone.
For this reason, Welmers (1959:2) suggests that Pike’s definition of one tone
per syllable is too strong. Instead, he proposes that *“a tone language is a
language in which both pitch phonemes and segmental phonemes enter into

“the composition of at-least some morphemes.” Thus Nupe /ba/ ‘to be sour’

consists of the segmental phonemes /b/ and /a/ and the pitch phoneme /’/.
As we shall see,”some morphemes (for example, grammatical affixes, pro-
nouns) may lack a pitch phoneme (tone), while other such morphemes may
consist-solely of a tone (with no segmentals). :
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Pike (1948:5) draws a distinction between register tone languages ap,
contour tone languages. In a pure register tone language, tonal cont
consist of different levels of steady pitch heights, that is, perceptually,
tones neither rise nor fall in their production. The Nupe and Igbo exampleg
given above are of this type. A pure confour tone language consists of some
tones which are not level in their production but rather rise, fall, or rig
and fall in pitch. In general, African tone languages are of the first type whije
Oriental languages are of the second. Thus, the following minimal pair
reveal that in Peking Mandarin, three of the four tones are contours: i

/ma/ ‘mother’ [T}
jmé/ ‘hemp’  [~]
/md/ ‘horse®  [~]
/ma/ ‘scold’ "]

Since the tone on ‘mother’ is a level H tone, Peking Mandarin is not a pure
or consistent contour tone language.

While in all of the above examples tone has been seen to exhibit a lextca :
function, in many if not most tone languages tone also has a grammaticg]
function. Thus, in Shona, tone is used to. distinguish between a main and af‘
relative clause:

mwana dkawiya
mwana akawlya

‘the child came’
‘the child who came’

In other languages, tone serves to mark different verb tenses, possessmn and
even negation.
6.2.2.2 The Lexical Representation of Tone Current interest in toni
research can be divided into two general categories: (1) the lexical repre
sentation of tone and (2) the nature of tone rules. A number of debates have .
centered around the first of these. :
6.2.2.2.1 Segmental vs. Suprasegmental Representation of Ton
Perhaps the most lively debate in generative studies of tone. centers around:
the issue of whether tone is a segmental or a suprasegmental phenomenon,
Given the tonal contrasts of /ba/, /ba/, and /ba/ in Nupe, the question is
whether H, M, and L should be features assigned segmentally to the vowel
-[a/ or whether tone should be assigned to units larger than syllabic segments
(vowels, syllabic nasals and liquids, etc.). Although this controversy is
usually stated as a debate between suprasegmentalists and segmentalists, -
there are at least two separate questions to be answered. The first is whether -
the syllable is a viable unit for tonal representation and the statement of tone
rules. Although tone is sometimes maintained to be a feature on syllables
(Wang, 1967:95), generative phonologists have, for reasons which we have-
seen, tried to avoid syllables and speak instead of syllabic segments as carrying-
tone. Thus, instead of saying that H tone is assigned to the entire syllable.
/bé/ ‘to be sour’ in Nupe, the underlying H tone is assigned to the [ + syllabic]

6.2 Suprasegmental Phonology - 215

'egment /4/. It appears that the syllable approach and the segment approach

, _;aré readily translatable into each other. That is, whether we say that the H
tone of [bd] is assigned to the syllable /ba/ or simply to the vowel /a/, the
-same insights into the tonal structure of Nupe are obtained. We can assume

that this is due to the fact that syllablesare defined in terms of segments and,

a5 a result, it is always possible to avoid talking about syllables and talk

instead of the segments which. define them (see 6.1.1.1.2). Thus, tone is fre-
quently assumed to be a segmental property (Schachter and Fromkin, 1968;
Woo, 1969; Maddieson, 1971).

A totally different debate centers around the question of whether tone can
ever be assigned to underlying  grammatical units, for example, morphemes
or words. In both the segment and the syllable approach, tone is assigned to
an-underlying phonological unit, while in this case the possibility of assigning
tone to a grammatical unit is considered: In the Igho examples given earlier,
a phonological approach would assign H or L to each syllable or syllabic unit,
while a grammatical approach would assign H, L, F, or R to each word {or,
conceivably, to each morpheme). In the case of Fand R, a falling tone would
be realized over two syllables as a H followed by a L, while a rising tone
would be realized as a L followed by a H.

Depending on whether underlying tone is assigned to a phonological unit

{either the syllable or syllabic-unit) or-a grammatical unit (morphemes,

words, or perhaps tone phrases), considerably different tone systems result,

:Let us say, for instance, that it has been established that a certain language

distinguishes H and L tone on monosyllabic words. When we look at words
which:are longer than one syllable, we expect one ‘of two situations. First, if
tone is assigned to a phonological unit, we expect four tone patterns on

; bisyllabic words (H-H, H-L, L-H, L-L), as seen above for Igbo. If, on the

other hand, tone is assigned to words, only two tone patterns are expected

.on bisyllabic words (H-H and L-L). That is, a whole word would take either

one tone (H) or the other (L), and this tone would be realized throughout the
word, no matter how many syllables that word is composed of.. As argued
by Leben (1971b; 1973a,b), a language having only two tonal possibilities
independent of the number of syllables in a word would remain unaccounted
for if tone were not assigned to underlying grammatlcal units. Leben ' thus

states (1971b):

One fact about Mende [compare Dwyer, 1971] which points to the appro-
priateness of suprasegmental representation is that-a constraint must be stated to
rule out the sequence HLH on all morphemes. The following sequences, -for
example, are impermissible: *CV; *CYCV; *CVCVCV. If the sequence of tones
is represented as a feature on'the morpheme [or word], a single statement of the

-~ constraint will cover all morphemes regardless of the number of their syllables;
such a general statement might not be formulable if we took:tone as a segmental

feature. (p. 197)
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Leben also shows that certain tone rules cannot be properly understood in
segmental framework, since whole (bisyllabic) morphemes are raised:
lowered in pitch as a unit.

If Leben is correct in representing underlying tone suprasegmentally iy
some languages (for example, Mende, Maninka, Hausa), then Pike’s'da:
finition of a tone language as having contrastive pitch on each syllable (geq
6.2.2.1) must be modified or abandoned (compare Welmers® definition),
a recent study of Tamang phonology, Mazaudon (1973:85-92) presents 5
number of arguments for recognizing word-tone in this and presumably othey
languages of Nepal. Tamang is characterized by four lexical tones, which
are referred to as 1, 2, 3, and 4. Whether a word in Tamang consists of one,
two, or three syllables, it is assigned only one of four contrastive tones,
However, as seen from the following comparison of these tones on mono-
and bisyllabic words,

MONOSYLLABIC BISYLLABIC

tone 1 [™] [~1
tone 2 [—1 [~A~]
tone 3 [-] [—1
tone 4 [l [

there is not always a perfect one-to-one correspondence in pitch between
a given tone on a monosyllabic vs. a bisyllabic word. Thus, although tone 4

is realized on-a monosyllable as-a L tone (which falls in utterance final .
position), on two syllables it is realized as a L followed by a falling tone from

H to M, that is, L-HM.!? In addition, Mazaudon (66, 82-84) points out that

associated with these different word-tones are different states of the glottis

(glottalization, breathiness, etc.), as well as different degrees of duration. She
considers—and convincingly argues against—various alternatives to recog-

nizing the word as the unit of tonal representation. Thus, it is not possible

to assign an individual tone to each syllable, to recognize a two-way tonal
contrast with a movable accent, or to assign tone only to the first syllable of

each word (with a phonological rule or rules spreading each tone over a word). '

Each of these alternative approaches would fail in one way or another to
account for the tonal properties of Tamang, :

6.2.2.2.2 Contour Tones vs. Sequences of Level Tones In drawing
the difference between the two types of tone languages, Pike (1948) states:

Contour systems differ from register systems in a number of points: (1) The
basic tonemic unit is gliding instead of level. (2) The unitary contour glides
cannot be interrupted by morpheme boundaries as can the nonphonemic com-

121n t}_xjs section T-T (where T = tone) stands for two tones on two separate syllables,
while T, T, stands for two tones on the same syllable.
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, ho,_mded types of a register system. (3) The beginning and ending points of the
- glides [contours] of a contour system cannot be equated with level toriemes in
 the system, whereas all glides of a register system are to be interpreted phonemic-

- ally in terms of their end points. (4) In the printed material examined contour

systems had only one toneme per syllable, whereas some of the register tone
" fanguages, like the Mazateco, may have two or more tonemes per syllable. (p. 8)

Wwe have already mentioned point 1. Thus Mandarin Chinese_ is considered
to be a contour tone language, while Nupt.: and Igbo are register tone lan-
guages. However, it is not the case that register tone languages Iack. cc?ntgur
tones. In fact, such languages frequently have rules of to_nal assxmllatlon
: f(termed “spreading™) by which rising and falling ton_es are derived (see 6.2.3.1),
Other register languages have contour tones which are the result. of two
morphemes coming together. In Hausa, for instance, we find a falling tone
in one of the two future tenses:

na: z6: ‘I will come’ mwa: zo: ‘we will come’

Ka: ‘you (m.)’ ,
kya: ‘you (£ kwa: ‘you (pl.)
ya: ‘he’

ta: ‘she’ swi: ‘they’

If we compare the form of these subject pronouns in the past tense,

na: z6: ‘I came’ min z6: ‘we came’
ka: ‘you (m.)’
kin ‘you (f.) kin ‘you (pl.y’
va: ‘he’

“ta: *she’ sGn ‘they’

we see that it is possible to recognize a future marker /a/ with L tone, which
combines with the underlying form of the subject pronouns, for example,
ki+a/f ‘you (f.) will, /mu+ 2/ ‘we will” Thus, these falling tones are better
analyzed as a H followed by a L which come together across a morpheme
boundary. : '

While most African tone languages with contour tones show evidence that
a R should be analyzed as a LH sequence on one syllable, and thata F should

be analyzed as a HL sequence, there are a few exceptions. Thus, in the _dialect
of Kru reported on by Elimelech (1973), there isa H, a L, and a F which can
be analyzed as L. However, in addition, there is a rising tone whicl} begins
at the level of a H and rises to a “super-high” level, and there is a falling tone
which begins at this “‘super-high” level and falls to L. While these two tones

could conceivably be analyzed as AS and SL (where S. = §uper—hi‘gh tox.le),
this S does not exist as an independent tone. As seen 1n Pike’s third point,
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cans of indivisible contours, the following two rules would result for
adarin and Cantonese; respectively:

this provides some evidence that we are dealing with a. true contour t,
rather than with a “compound” tone consisting of two level tones on ¢
syllable. :

Arguments to the effect that all phonetic contour tones should be analyzeq
as underlying sequences of level tones have recently been presented in th
literature (Woo, 1969). Leben (1973a:123-125) presents evidence whig
suggests not only that Thai has segmental tone, but also that its  contoy

tones must be analyzed as sequences of level tones, that is, LH and HL rathe
than R and F. Since it is languages such as Chinese which Pike refers to g
contour tone languages, let us take a closer look at the contours which ar,
found in Chinese dialects. The four tones of Mandarin are specified phoneti
ally as follows (Chao, 1965:33):

;R*H/{ﬁ}—’r

As written, these rules suﬁer from several shortcomings. First, while a R
becoming a H after a H may be viewed as assimilatory, no explanation is
given as to why R becomes H after H rather than before H. Similarly, no
‘explanation is given as to why F becomes H before H rather than after H.
- Second, no explanation is given of why R should become H after R, or why
F should become H before F. Finally, using units such as R and F fails to
reveal that exactly the same assimilatory process is responsible for both rules.
That is, if we were to write these rules using Chao’s number notations, in
both Mandarin and Cantonese we would find that a 3 level rises to a 5 level
whenever it is wedged between two 5 levels, that is,

535.— 553

tonel : [7] 35
tone2 : [~] 35
tone 3 : {v] 214
tone4 : [Y] 51

That is, tone 1 is realized on a high level pitch (5) , tone 2 rises from a M
level (3) to H (5), tone 3 falls slightly (from a 2 level to a 1 level) and then
rises almost to a H (4 level), and tone 4 falls from H (5) to L (1). While Pike
and most other tonologists have the intuition that the tones of Chinese are’
best séen as single contour units rather than sequences of levels, Chao’s’
notation offers an important insight into the workings of tonal assxmﬂatzons
in Chinese.

In Mandarin there is a tonal assimilation which takes place as follows
(Cheng, 1973:44): “In fast conversational speech, a second tone becomes
first when preceded by first or second tone and followed by any tone other
than the neutral tone.” In terms of Chao’s notation; this rule can be formal-
ized as follows:

In this formulation all of the above shortcomings are avoided.'* Of course,
while this line of argument supports the division of contour tones into
sequences of phonetic pitch levels, it still may be the case (subject to verifi-
cation) that contour tones could represent an indivisible unit on a more
abstract level.
6.2.2.2.3 Distinctive Features of Tone The first attempt in the
* literature to provide distinctive features of tone is Wang (1967). Closely tied

to the question of the kind of features necessary to capture tonal contrasts in
- languages are those seen in 6.2.2.2.1 and 6.2.2.2.2, that is, should such
‘features be on segments or on suprasegments and should there be contour
tones. In addition, before providing features of any kind, one must establish
the realm of possibilities for tonal contrasts. Thus, a limit must be established
on the number of possible contrasting tone levels in any given language;
similarly, limits must be placed on the number of contrasting contour tones
(for example, how many rising tones can a language have?) as well as the
number of ups and downs possible on any given tone unit (whether the
segment or the syllable).

In general, the features proposed to capture contrasts between different
levels of tone mirror those that have been used to capture different vowel
heights. Thus, a contrast between H and L in a two-tone language is captured

35 - 55/ {gg} . T (where T = any tone except neutral)

That is, a 35 tone goes up to 55 (level H tone) when preceded by a tone which
ends in H (5) tone. A second rule of assimilation is now presented, from
Cantonese, which can be formalized as follows:!? '

53-»55/__{§§}

In Cantonese a HM (53) falling tone becomes a H (55) tone when followed by

a tone which begins with a H (5) tone. If we were to state these two rules by 14 The one remark that must be made is-that in Cantdnese, while 53#5 becomes 555,

5#35 does not become *5# 55. Thus the exact position of the internal boundary is impor-

13 Both of these rules are discussed by Mohr (1973). tant in stating the assimilation.
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by calling the first [+ High] and the second [ —High]."* Given a languags
with a three-way tonal contrast between H, M, and L, it is possible to uge
the features High and Low (mirroring the features High and Low used foy
vowel height ; see 2.4.4.2.1), or the features High and Mid. The latter featurgg
are proposed by Wang (1967:97), the former by Sampson (1969:62-63): .

WANG SAMPSON
H ML H M L
High + - -  High + - -
Md - + -  Low - — +

In Sampson’s feature notations, M is designated as sharing one property
with both H and L, since both H and M are [ —Low] and both M and L are -
[~High]. In Wang’s system, M is classed with L, since M and L share 3’
[ —High] specification, while H and M share no feature in common. Should
a three-tone language reveal a functional similarity between H and M,
rather than between M and L, it would of course be theoretically possible:
to specify M as [ +High, +Mid], since it would still be distinct from H.

Languages have been reported with four underlying level tones, as well as
five in the questionable case of Trique (Longacre, 1952). For a language
with the four tones H, M, 'M, L (where 'M indicates a lowered-mid tone), .
Wang’s features High and Mid can be redistributed as follows:

H M M L

High  + + - . -
Mid -+ 4+ =

Alternatively, another feature, which Wang calls Central, can be introduced,
which could also be used in the event that a clear case is made for five under:
lying tone levels in any language. In any event, other features such as High,;
High,, Extreme, Raised, Lowered have been proposed, as well as features
intended to capture the relationship between tones and certain consonant
types (see 6.2.2.5). Note, finally, that Maddieson (1972:960) argues from
numerous African languages that different tone features should be used
depending on the phonological nature of otherwise identical phonetic con-
trasts. Thus, extending the notion of markedness discussed in 5.1.2ff to tone,
he argues that the same contrast between H and L may be analyzed as
[+Raised] vs. [—Raised] in one language, but as [—Lowered] vs.
[+ Lowered] in another, depending on whether H or L is the marked tone
in the language. ,

Finally, Wang (1967) also gives the contour features Rising, Falling, and
Convex. A rising tone will of course be [ + Rising], while a falling tone will - -

% In the literature tone features are sometimes written in capitals (e.g. [+ HIGH]) to
distinguish them from vowel height features such as [+high]. In this chapter they are
written with an initial capital.

6.2 Suprasegmental Phonology 221

be [+ Falling]. A tone which, like Mandarin tone 3, first falls and then rises

s specified [ + Rising, + Falling], while a tone which first rises and then falls
" is specified [+Convex]. Superimposed on these contour features are the

features, High, Central, and Mid. Thus, [+High, + Rising] designates a
high rising tone (for example, the 35 second tone in Mandarin), while
[+High, +Falling) designates a high falling tone (for example, the 53 tone
of Cantonese). The following formalization of the two tone rules discussed
from Mandarin and Cantonese in the last section, taken from Mohr (1973),
illustrates the use of these features:

+High oy +High B

[+ Rising] ~ [-Rising] / [—— Falling| ™ [~Neutral]
+High Tl _ | +High

[ + Falling] — [~ Falling]/ [ — Rising]

While these rules work, they are as unrevealing as the rules written with H;
R, and F in the previous section. Thus it should be clear that if tone features
are to reveal generalizations not captured by listing tones as units, much
work will. have to be done in this area. In particular, it will have to be shown
that contour features are absolutely necessary and that level tone contrasts
should be captured by binary features. At present, the evidence for both is
inconclusive.

6.2.2.3 Natural Tone Rules Two recent studies (Hyman, 1973b;
Hyman and Schuh, 1974) have provided typologies of natural tone rules and
have proposed various universals concerning the nature of these tonal
processes. A distinction is drawn between natural tone rules which have a
phonetic motivation and natural tone rules which have a grammatical basis.
These will be referred to, respectively, as phonetic and morphophonemic tone
rules.

6.2.2.3.1 Phonetic Tone Rules The two kinds of phonetic tone rules
which will be considered here are assimilation and simplification.

6.2.2.3.1.1 AssiMILATION Like rules involving segments, a tonal
assimilation can be either anticipatory or perseverative. In addition, tonal
assimilations group themselves according to whether the assimilation is
vertical or horizontal. In a vertical assimilation, tones are raised or lowered
in the environment of a higher or lower tone. In an anticipatory vertical
assimilation, a tone is typically raised before a higher tone. Thus, Mbui has
a rule by which L is raised to M before H:

L-M/_H

As a result, underlying /nibui:/ ‘breast’ is realized as [nibui:]. In a perse-
verative vertical assimilation, a tone is typically lowered after a lower tone,
Thus, by the following rule,

H-M/L__
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a H can be lowered to a M after a L. While this lowering process may some..f
times involve a horizontal assimilation termed spreading (see below), the

following Gwari examples show that after L, H becomes M and M becomes
'™:

Jeyiwyé da/ — [gyiwye da] ‘possessor of money’
fidaki da/ — [jaakida] ‘possessor of donkey’

However, although the Mbui and Gwari examples show vertical raising

and lowering, as in a L-H sequence, vertical assimilations generally do not.
occur when a preceding tone is higher than a following tone, as in a H-L

sequence. This fact is represented in the following table:

Vertical Assimilation

NATURAL UNNATURAL
L-H -» M-H H-L - H-M
I-H -» L-M H-L - M-L

Finally, a third possibility for vertical assimilation in a L-H sequence is that
the L may rise as high as the H is lowered. In this case we obtain a M-M

sequence (Meeussen, 1970).

Horizontal assimilations result from a nonsynchrony between the tones
and the segments (syllables) over which they have domain. In a partial

horizontal assimilation, a contour tone, €ither rising or falling, results, as
seen in the following typical rules:

LH-LILH
HL - HHL

A L-H sequence may become a L-CH and a H-L sequence may become a

H-HL, where L'H represents a rising tone from L to H, and HL a falling tone
from H to L. Examples from Gwari illustrating these two assimilations are
seen below:

[okpd/ - — [Okpd] - ‘length’

/sukND/ — [sakd] ‘bone’
In these examples, the tone of the first syllable spreads into the second syllable,
creating a contour tone. This spreading process is not complete, since a
trace of the second H-tone syllable remains in the LH rise, and a trace of
the second L-tone syllable remains in the HL fall.

Complete horizontal assimilation occurs when there is no remaining
phonetic trace of the underlying tone of the syllable onto which spreading
has occurred. Complete L- and H-spreading are seen in the following rules:

a LHH-LLH
b HLL -HHL
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.4 it is seen that a L can spread over an entire subsequent H-tone syllable
-,{1y when this syllable is in turn followed by another H, as seen in the follow-

g Kikuyu derivation (Pratt, 1972:335):

Jgbt] + [iré] — [goriré] ‘bought’ (immed. past)

gimilarly, in b, a H can spread over an entire subsequent L-tone syllable
only when this syllable is in turn followed by another L. As shown by Hyman

’(1973b:157—159) and Hyman and Schuh (1974:98), complete horizontal

assimilation normally involves a telescoping (see 5.2.6.1) of two separate
processes, spreading (as seen in the partial horizontal assimilations above)

" and absorption, as seen in the following rules:

L’HH—)LH

HLL - HL

4Absorption takes place when a contour tone is followed by a tone which is

identical to the end point of the contour. Thus, a LH rise becomes L before a

H tone, and a HL fall becomes H before a L tone. The two steps involved
in complete horizontal assimilation are therefore represented as follows:

LHH-LIHH-LLH
HLL-HHLL -HHL

First a contour is created by spreading, and then this contour is simplified by

- absorption.

While we have seen that vertical assimilations can be either anticip‘atpry
or perseverative, horizontal assimilations are nearly always perseverative.
This fact is represented in the following table:

Horizontal Assimilation
NATURAL UNNATURAL

L-H - LIA 1L-H - THH.

H-L - H-HAL  B-L- HLL

Thus, we do not expect a L-H sequence to become a LH rise followed by a H,

nor do we expect a H-L sequence to become a HL fall followed by a L.
Spreading normally takes place in a perseverative fashion. .

6.2.2.3.1.2 SIMPLIFICATION = Simplification is the term used to refer
to rules by which contour tones are simplified to level tones. The Mandarin’
rule by which the 35 rising tone becomes a H, and the Cantonese rule by
which the 53 falling tone becomes a H are examples of simplification. The
process of absorption cited in the preceding section also can be viewed as
simplification. In general, tone languages tend to level out contours, though
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we have seen counteracting assimilations by which new contours. are ing
duced. In the following derivation it is seen that horizontal assimilation
also apply to contours:

IHL-LAL-LH

A TH rise followed by a L becomes, by spreading, a L followed by a HL T
By a second horizontal movement, the L of the final FIL fall is dropped at th
end of the word. While languages have simplification processes operating o
both rising and falling tones, rising tones seem to be less tolerated. Thus,
context-free conversion of all LH rising tones to H is attested in certain to
languages, for example, Hausa (Leben, 1971a:203).

6.2.2.3.2 Morphophonemic Tone Rules In addition to phonei

rules of tonal assimilation and simplification, tone languages are chara,c‘;‘k

terized by numerous grammaticalized rules. These all have in common th
they refer to specific morphemes or constructions. :

6.2.2.3.2.1 DISSIMILATION Just as dissimilation most frequently is
bound to certain morphemes or constructions (see Johnson, 1973), the same
is true of tonal dissimilations. The only completely general tonal dissimilation
which comes to mind is reported by Leben (1971a:202). As seen in Leben’s.

formalization, in Hausa

L L ## - L H ##
[+1ong] [+1ong]

a L-L sequence dissimilates to become L-H when the vowel of the second

L-tone syllable is long, and when this syllable is in word-final position.
Thus, underlying /kdrantd:/ ‘to read’ is pronounced [kdranta:]. With this
rule of L-tone dissimilation, Leben is able to explain a number of apparent
anomalies in the tonal structure of Hausa (see 6.2.2.3.2.3).

6.2.2.3.2.2 copviNG Copying refers to the process: by which a
syllable (most frequently a grammatical morpheme such as a pronoun).is
considered to have no underlying tone of its own, but rather receives its tone
from a neighboring syllable. In Kru, the relative clause marker /a/ takes -H
tone after a H-tone verb, and L tone after a L-tone verb. Since its tone is
always identical to that of the verb stem which immediately precedes it, this
morpheme is represented with no underlying tone. A rule of tone copying
will assign it the correct phonetic tone, ‘ .

6.2.2.3.2.3 POLARIZATION As in the case of copying, rules of tone’

polarization assume a morpheme with no underlying tone. In this case,

however, the morpheme is assigned a tone which is opposite to that of the

neighboring syllable from which it gets its tone. In Hausa, direct-object
pronouns are polarized with respect to the ‘tone of the preceding verb, for
example, [min kd:ma $i:] ‘we seized it’ vs, [min sayé: §i:] ‘we bought it.’

. Aboh Igbo

6.2 Suprasegmental Phonology 225

n the first phrase /§i:/ takes H tone, since the verb ‘to seize’ ends in L tone;
the second phrase, /3i:/ takes L tone, since the verb “to buy’ ends in H

+tone. The rule of dissimilation mentioned in 6.2.2.3.2.1 follows this rule of
polarization, as seen below: ,

Jmin kéranta: §i/ - man karintd: $i: — [min kirantd: 3i:] ‘we read it’

The L-tone dissimilation raises the last syllable of /kérantd:/ to H only after

- the pronoun /8i:/ is polarized to this L, becoming a H tone. If the two rules

were to work in the opposite order, the wrong result would be obtained:

/min kéranta: $i:/ > min kéranta: $i: > *[mén kéranta: $i:]

Thus the only exception to the polarization of direct-object pronouns is

explained by Leben’s rule of L-tone dissimilation.

6.2.2.3.2.4 REPLACEMENT By replacement is meant the process by
which the inherent tone of a morpheme is replaced by a grammatical tone.
Thus, in Igbo, the imperative is usually constructed by replacing the first
syllable with L tone and adding a suffix:

Jri] ‘eat’ — [ri-é] ‘eatl

Tone replacement frequently takes place in the verb paradigm and in noun-

noun compounding. For example, in Mandarin, all four tones are replaced by

the so-called “neutral” tone in noun compounding (Cheng, 1973 . 54ff).
6.2.2.3.2.5 FLOATING TONES -In many cases where one might be

~_tempted to write a morphologized rule of tone alternation, an underlying

tone can be posited which has no underlying segments. Cqmpare, for exgmple,
the following realizations of the phrase ‘jaw of monkey’ in two Igbo dialects:

[agba] + [epwe] — [agbd énwe]
[egba] + [egwe] — [¢gba énpwe]

Central Igbo

In both cases there appears to be a H-tone influence between the two nouns.
Instead of writing a rule by which L becomes H in possessive constructions,
an underlying H tone marker ‘of” is recognized, as in the following under-
lying forms (see Voorhoeve, Meeussen and de Blois, 1969; Welmers, 1970):

Jagba  énwe/
[égba * egwe/

Central Igbo
Aboh Igbo

In Central Igbo this *“floating” H tone is assigned to the left, whilein Abf)h,
Igbo it is assigned to the right. Such floating tones often explain otherwise
baffling tonal modifications which occur when words and morphemes are
strung together. :

6.2.2.4 Terraced-Level Languages A number of African languages
exhibit tonal properties which prompted Welmers (1959:3) to distinguish
between discrete-level and terraced-level tone systems. In the former, each
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“toneme” is restricted to a relatively narrow pitch range and there is usual}

o “phonemic overlapping” (see 3.2.1). That is, given a three-tone languag,
with H, M, and L, H will be higher than M and M higher than L anywher,
in the sentence. To illustrate this, Welmers presents the following Jukun,
sentence meaning ‘who brought these yams?”:

Jiniz& stra d syinibl/ » [ — __ 7

In numbers we could represent this as 3-2-1-3-1-1-2-3-2,

6.2.2.4.1 Downdrift In many African languages, on the other hand '
a sequence H-L-H is not realized as [ __ " ], but rather as [ _—]. ,y
That is, the two H tones are not pronounced on the same pitch level (though‘
they are phonologically identical), but rather the second H is lower in pitch
than the first. Stated differently, the interval from H to L is greater than from
L to H. This phenomenon, known as downdrift, applies progressively to each
H preceded by a L, as seen in the following Igbo sentence:

¢ nd dgwa ny3 igwé
HLHLHLHL

[

In the above example, the downdrifting effect extends over several H-L-H'
sequences:. As shown in phonetic brackets, the L tones. which intervene
between the H tones are also subject to downdrift, though the degree of
lowering varies from language to language. In Hausa, for instance, a H late
in a sentence can downdrift to a pitch level which is phonetically Jower than:
a L which appears early in the sentence, as seen below: :

Ba 14:da Shé: hi z4: st 26:
L HL H LHLH

- -]

If we were to assign pitch integers to the different tones, we would have a
sequence 4-6-3-5-2-4-1-3. Thus, the 4 of the initial L is: higher than the
3 of the final H. Numerous formalizations of downdrift have been devised
to assign such integers (Schachter and Fromkin, 1968:108; Voorhoeve,
Meeussen and de Blois, 1969:82; Carrell, 1970:98; Williamson, 1970;
Fromkin, 1972:56-57; Schadeberg, 1972; Peters, 1973; for - theoretical
discussion, see Stewart, 1971). What is consistent in the above integers is
that L is always two steps below the last H. Also, H, in a H,~L-H, sequence
will be realized one step below H;, and L, in a L,~H-L, sequence will be
realized one step below L,. The assigning of an underlying tone will therefore
not be done on the basis of absolute pitch; rather, it will be done on the basis
of the relationship of a given phonetic pitch to surrounding pitches.

——=]

* he is trying to ride a bicycle’

‘Bala and Shehu will come’
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6.2.2.4.2 Downstep While downdrift represents an  automatic

Jowering process (see, however, 6.2.2.4.3), a lowered H receives phonemic

status 'when a L which “conditions”- downdrift  is- lost  (either through

‘" deletion or through assimilation). The standard example comes from Twi

(Fromkin, 1972:57):

Jmi 3b0/ “‘my stone’

pitch-assignment: 313

downdrift: -2
vowel deletion: 4]

[mi 0]

32

First the integers 3 and 1 are assigned to H ‘and L, respectively, in such
phrases (see Fromkin, 1972; Peters, 1973 for more detailed discussion).
By downdrift, the 3 of the second H is lowered to-2. At this point a rule of
vowel deletion deletes /3/, and the result is a 3-2 sequence, that is, a H tone

_ followed by a downstepped 'H. Since on the surface we now have a phonetic

contrast between H-H, H-L, and H-'H, a new “toneme” has come into
existence.

Many of these downsteps can be predicted morphophonemically, as in the
above example. Others, however, cannot be, and must be treated as a third
tone. As pointed out by Welmers (1959:3), it would be mistaken to call this
tone a M, since this tone does not contrast with- H after L (see-Tadadjeu,
1974 for a counterexample from Dschang-Bamileke).. More :important,
however, in languages with true M tones, a sequence H-M-H is realized
[ — "] that is, 3-2-3, with the second H rising above the level of the
preceding M. In a language such- as Twi, however, a H-'H-H sequence is
realized as [T — —], that i is, 3-2-2, with a following H realized on the same
pitch level as the preceding 'H. In other words, a downstepped high tone
establishes a terrace just like a regular H tone, and no tone can go higher
than this ceiling. For thls reason, Welmers refers to such languages as
terraced-level.

6.2.2.4.3 Intonation and Tone. The relationship between downdrift,
representing an automatic lowering process, and downstep, representing a
nonautomatic phonemic tone, is now generally acknowledged (see Stewart, .
1967, 1971). While recent studies such as Voorhoeve (1971) and Tadadjeu
(1974) have shown that downdrift is not a necessary prerequisite for down-
step (compare Meeussen, 1970), most cases of the latter do in fact derive from
the former. ; L
A relationship which is not as well understood is that between intonation

‘and tone. Schachter (1965) argues convincingly that downdrift is an into-

national property, since in languages such as Hausa it can be suspended for
purposes of emphasis or question. Virtually all tone languages exhibiting
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automatic downdrift have only two tones, H and L. Most dialects
Yoruba, Nupe, Ewe, and Jukun, all of which have H, M, and L, do not hy
downdrift. An explanation for this has recently been proposed by Hombe;
(1974). Hombert shows that if a three-tone language were to let the second
of a H-L-H sequence undergo downdrift, it would be likely to be confuseq
with an underlying M (compare LaVelle, 1974). Hombert further shows that
intonational lowering can, in other sequences, also be accounted for b
reference to the tonal contrasts of a language. In most African language's,/;
for instance, a sequence H-H-H is realized as [ — — | rather than a3
[T — —]. That is, sequences of H tones are realized on the same pitch leve
The reason is that in these languages H-H contrasts either with H-M o
H-'H, and perceptual confusion would result if H-H were to underge
lowering. In languages such as Hausa and Shona, where there is no M and
where tone is less important for lexical contrasts, sequences of H toneg’
do in fact lower (see Meyers, 1974). Finally, sequences of L tones almost.
always descend in pitch; only Dschang-Bamileke (Tadadjeu, 1974) has
a contrast between L-L and L-'L which could be potentially confused.!®
The conclusion is that it is to be expected that intonational lowering will
occur, except where there is a tonal contrast which would be obscured. For
further discussion; sce Hombert (1974). o
6.2.2.5 Consonant  Types and Tone While the tone rules of the
preceding sections have been presented without reference to segmental
information, different consonant types frequently interact with natural tonal
assimilations. In Nupe, as seen in the following forms,
Ipa/ ‘peel’ [8pa] ‘is peeling’
/ba/ ‘be sour’ [ebd]  ‘is sour’
[wé] ‘want’ [éwd]  ‘is wanting’

L-spreading takes place only when the intervening consonant is voiced. In
Ngizim, on the other hand, H-spreading takes place when the intervening
_consonant is voiceless (for example, /p/), a sonorant (for example, /w/) or
an implosive (for example, /6/). In other words, certain consonant types
are more amenable to L-spreading or H-spreading operating through them,
As proposed in Hyman and Schuh (1974:108), a voiced obstruent can block -
the spreading of a H tone through it, just as a voiceless obstruent can block
the spreading of a L tone through it. Sonorants are neutral with respect to.
tone, since they allow both L and H to spread through them. ‘
Such examples which are numerous in African tone languages (for example,

16 According to recent investigations by the author and Jean-Marie Hombert, a phonetic-
fall is the primary perceptual cue for low tone. This fact is at least in part responsible for-
the phenomenon of downglide (Stewart, 1971:185) by which a L in utterance-final position
is realized as a marked fall in many languages.

_ stiff

62 Suprasegmental Phonology 229

: we, Xhosa, Shona) point to the generalization that consonant types affect
{one but tone does not affect consonant types. While a voiced obstruent shows
an affinity for L tone, L tone does not voice consonants. This points.to an

- jmportant difference between stress and tone, since we saw-in 6.2.1.2.3 that

stress has many effects on segments. While a number of explanations have
peen proposed to capture the relationship between voicelessness and H tone

~ on the one hand and voiced obstruents and L tone on the other; none of

these has received universal acceptance by phoneticians. Halle and Stevens

- (1971) and Halle (1972:181) propose to capture this relationship by means

of the features Stiff Vocal Cords vs. Slack Vocal Cords, as follows:

VOWELS OBSTRUENTS‘ SONORANTS
VVvy
- -+
+ — -

p b w
+._ —

-slack -+ -

H tone and voiceless obstruents share stiff vocal cords, while L tone and
voiced obstruents share slack vocal cords. Both M tone and sonorants
represent the neutral state of the vocal cords. Another set of distinctiye
features based on larynx height is proposed by Maran (1971:14), while
others emphasize the rate of air flow through. the glottis as the prim'fxry
factor responsible for this interaction. (For a collectioq of papers dealing
specifically with the topic of consonant types and tone, see Hyman, 19,73.;0.)

Since voiceless and voiced obstruents have different pitch characteristics,
a tonal contrast can reconstruct as an earlier voice contrast. Thus, Mandarin
35 reconstructs as an earlier H (55) tone with an initial voiced obstruent.
This voiced obstruent lowers 55 to 35 and then devoices. If the first tone
contrast in a language can be traced back to a voicing contrast, one speaks
of tonogenesis (Matisoff, 1973:73). ‘ o

, 6.2.3 Typologies of Prominence

In the preceding sections, stress and-tone have been treated as two.
diametrically opposed types of prominence. Some of the differences between
stress and tone systems have already been alluded to. These diﬁ“e;ences are
summarized as follows: ~ ;

1. In a stress language prominence is culminative; in a tone language
prominence is nonculminative. Thus, while only one syllable per word can
have primary stress, any number of syllables in ‘a. word can have H tone,
subject to the sequential constraints of the language.

2. In a stress language prominence is syntagmatic; in a tone language
prominence is paradigmatic. Thus, while in a stress language one syllabl_e in
a word is singled out for stress, each syllable of a tone language receives
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tone, often choosing from-a ‘number of contrasting values (for example;
H, M, and L'7) or kinds of prominence. :

3. Ina stress language we find rules of stress reduction; in a tone language
we find rules assimilating and dissimilating tones (see McCawley, 1964,
1970).

4. 'In a stress language, presence vs. absence of stress can condition seg-
mental changes (for example, diphthongization under stress, vowel reduction
under stresslessness); in a tone language, consonants typically affect tone,
rather than the reverse.

There are other criteria which are also sometimes used to type different
systems of prominence. Voorhoeve (1973), for instance, focuses on the
difference between lexical and rule-governed prominence. In 6.2.1.1 a
distinction was made between free and fixed stress. If stress is free, that is,
unpredictable, falling on the first syllable in some words and on the second
in others, then its exact position must be part of the lexical entry for each
word. If stress always falls on the same syllable (for example, initial or.
penultimate), stress need not be a part of the lexical makeup of underlying
forms. Stress languages can be of either type, or even intermediate, with
stress being partially free, partially fixed. Tone languages, on the other hand,
are normally assumed to have tone indicated as part of the lexical item. In
this typology a language such as Russian, which has unpredictable stress,
would be grouped with tone languages such as Thai or Yoruba, since each of -
these languages would require some indication of prominence in the lexicon.

The question of determining an adequate typology of prominence has
received considerable attention from a number of linguists (Pike, 1948;
Welmers, 1959; Martinet, 1960; McCawley, 1964, 1968, 1970; Woo, 1969;
Voorhoeve, 1973). While stress and tone represent the logical dichotomy
within such typologies, it is quite clear that many languages fall in one respect
or another midway between stress and tone. First, it is quite clear that stress
exists in at least some tone languages. We have already referred to Mandarin
Chinese (see 6.2.1.2.3), where the neutral tone results from the lack of stress.
In many Bantu languages which are tonal (for example, Shona), there is in
addition a superimposed penultimate stress which lengthens the vowel of
this syllable. Stress and tone are therefore not mutually exclusive (see Woo,
1969; McCawley, 1970).

6.2.3.1 (Dynamic) Stress vs. Pitch-Accent (Musical Stress) One of
the dichotomies drawn in Prague studies of prominence (for example,
Trubetzkoy, 1939; Jakobson, 1931a) is that between dynamic and musical
stress. Dynamic stress is what we referred to as stress in 6.2.1. While force of
articulation and the resulting intensity of the speech signal are not necessarily
the major perceptual cues of stress, the term dynamic was chosen partly on the

*7 The existence of such word-tone languages as Tamang (see 6.2.2.2.1) should, however,
be borne in mind.
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pasis of this misunderstanding. The term musical, on the other hand, indicates

that it is a tone which is assigned culminatively to a given syllable within a

“word. Languages such as Swedish and Serbo-Croatian, for instance, have

contour tones assigned to words. In Serbo-Croatian there is both a rising and
a falling tone, and either of these can be long or short. This means that in
addition to the placement of this “musical accent,” speakers must pay
attention to the direction of the pitch change, since rising and falling tones
contrast on potentially the same syllable. Prominence is still culminative,
since only one such tone can be assigned per word. In more recent terminology,
these languages would be called pitch-accent, as opposed to stress-accent.
In a stress-accent language, a single culminative mark of prominence is
possible on a given syllable of a word. The perceptual cues of this stress can

" be changing pitch, vowel duration, or greater intensity, all contributing to

the highlighting of the stressed syllable. In a pitch-accent language, prom-

“inence is assigned to a given syllable of a word, but there can be two or more

kinds of prominence (for example, a rising vs. a falling contour). Pitch—accel?t
languages are thus tonal to the extent that the feature which is assigned is
tone (and that this tone can contrast with another tone in the same position).
Pitch-accent languages are like stress-accent languages, however, in that
there cannot be more than one syllable per word which receives the tonal
accent; that is, prominence in pitch-accent languages is culminative.

For a language to be called pitch-accent, it is, however, not necessary for
there to be a tonal contrast. Thus, Voorhoeve (1973) for Safwa and Schade-
berg (1973) for Kinga show that in these languages there is normally only
one H tone per word. In Japanese, as treated in great detail by McCawley
(1968), each word can be treated for prominence by indicating the placement
of a “pitch fall.” The following accentual possibilities for words with one;
two, and three syllables are represented in Table 6.1 (McCawley, 1968:132).

Table 6.1 Accentual Patterns on Japanese Words of 1, 2, and 3 Sylables -

Underlying Accent Pitch Following Pitch
/i ‘fire’ [~ -1
fbif . ‘day’ [_1 [7]
[séra]  ‘sky’ N R (-1
Jkawa] ‘river’ 71 ; {1
ftake/ ~ ‘bamboo’ [_—1] [T]
/kébuto/ ‘helmet’ [T ] [
[kokéro/ - *heart’ (71 -1
[?0toké/ ‘man’ | AR | ; [ 1
[katati/  ‘form’ [ 71 [T 1]
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In the forms in the table, it is observed that there is always one and only one
pitch fall, which can be realized within the word or on the following syllable
of the next word (or suffix). Since there is a rule by which a H-H pitch
sequence at the beginning of a word in Tokyo Japanese is converted 1o
L-H, we can recognize the following intermediate possibilities:

monosyllabic words: H + (L)
H+ ()
HL +@
H-H + @)
H-H+ (H)
H-L-L + @)
H-H-L + (L)
H-H-H + (L)
H-H-H + (H)

bisyllabic words:

trisyllabic words:

As seen in the underlying forms of the table, the pitch contours of Japanese
words can be predicted by placing an accent /’/ on the vowel which imme-
diately precedes the pitch fall: If there is no pitch fall within a word, either:
the last syllable is accented, in which case the fall wiil be realized on the -
suffix syllable, or there is no accented syllable, in which case a suffix syllable:
will be realized without an accentual fall.
It should be quite clear that although we are talking about pitch and
pitch- falls; Japanese is not a tone language. In fact, it differs from stress
languages only in that the accentual pattern is spread throughout the whole
word, rather than being realized phonetically on one syllable. There are, it
should be noted, stress languages which, like Japanese, have words without
any stress (see footnote 8). While it would be distorting the nature of Japanese
to speak of a H and a L on each syllable, Japanese should be compared with
such word-tone languages as Tamang (Mazaudon, 1973), which was discussed
in 6.2.2.2.1.
6.2.3.2  Monotonic 'vs, Polytonic Accent The termi accent has
been used to refer to systems of prominence where the assigned- feature is
culminative (either stress or tone). A second dichotomy made by Jakabson
(1931a) and Trubetzkoy-(1939) is based on the number of contrasting cul-
minative tones found in a language. Stress languages such as English,
Russian, Japanese, and Finnish are monotonic since they assign only one
kind of culminative accent. Safwa and Kinga, which assign one H tone per -
word, are also monotonic. On the other hand, languages such as Swedish, = |
Serbo-Croatian, and. all tone languages are polytonic, in that a contrast
between at least two different kinds of prominence is possible in the same
position in a word. <
- While this dichotomy seems straighforward, it sometimes runs into
difficulties. In a language such as Greek, for instance, where there is a con-
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- trast between rising -and falling accents only on a syllable with 'a long
- yowel or diphthong, it is possible to decompose these contours and assign
- stress to morae, as follows:

CVVv
CcVv

rising tone:
falling tone:

In this analysis, Ancient Greek is judged to be monotonic, and as a result

.~ can be viewed as a stress language which assigns prominence to morae.

A mora can be defined basically as a light (that is, CV) syllable, or as-each
of the two parts of a heavy (that is, CV-C or CV-V) syllable. It is quite clear =
that if Ancient Greek is treated as having syllable prominence, it is then
polytonic (with rising and falling tones); if it is"treated as having mora
prominence, it is' monotonic. In the second case, the same division of syllables
into morae that was seen in connection with stress placement in 6,2.1.2.2 is
observed. '

6.3 Other Suprasegmentals

While most studies of suprasegmental features center around the
various kind of prominence systems (stress, tone, pitch accent), some linguists
have attempted to view other phonological features as suprasegmental—at
least in some languages. The two features which will be briefly treated in this
section are vowel harmony and nasalization.

6.3.1 Vowel Harmony

By vowel harmony is meant that all vowels within a specified
(suprasegmental) unit agree in some phonetic feature. The question is whether
this feature should be interpreted as a property of segments or of grammatical
units larger than the segment (for example, stems, words).

6.3.1.1 Types of Vowel Harmony = An attempt to provide a frame-
work for typologizing vowel harmony systems is- provided by Aoki (1968).
Aoki first distinguishes between partial and complete vowel harmony. In
complete vowel harmony, which can also be seen as a kind of reduplication,
the vowel .of a morpheme completely assimilates to another vowel. An
example can be found in certain central dialects of Igbo, where a verb such
as /mé/ ‘make, do’ takes in the past tense the consonant /r/ followed by a copy
of the vowel of the verb stem, that is, méré ‘made, did’; compare mdra ‘knew’
from /ma/ ‘know’ plus /r/ plus a copy of the stem vowel /a/. A process of
vowel harmony occurred ‘historically, since dialects in:the Onitsha area
pronounce ‘made’ méli, revealing that the past tense suffix reconstructs
as *lu.
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ThuS, the vowel in the momentary suffix /Iyor/ is pronounced [i] after front
gnrounded vowels, [ii] after front rounded vowels, [1] after back unrounded
vowels, and [u] after back rounded vowels, as seen in the following forms
(Zimmer, 1970:90): ~

While complete vowel harmony is often referred to as vowel copying or
vowel reduplication, most cases referred to as vowel harmony are of the
partial variety. In this case a vowel assimilates in certain features to another
vowel. The most common features assimilated are front-backness, tense-
laxness and labiality. An example of front-backness harmony is found in
Hungarian (Vago, 1973:581). The first person plural suffix ‘we’ is realized
as unk after back vowels and #nk after front vowels, as seen in the following
forms:

fistivor]  ‘he wants’

[soyliyor] ‘he is saying’

[anliyor]  ‘he understands’

[kutluyor] ‘he is celebrating (some occasion)’
hoz-unk ‘we bring’ iil-ink  ‘we sit’

varr-unk  ‘we sew’ ver-iink ‘we beat’ 6.3.1.2 Approaches to Vowel Harmony From the above dxscussmn

it is-seen that vowel harmony applies to all vowels within a given domain
(normally between # boundaries). As with other phonological rules, vowel
_harmony can be blocked by a strong grammatical boundary. Thus, when the
two Igbo verbs /gi/ ‘go’ and /[fé/ ‘cross’ are compounded, the result is [gafé]
‘go across’ and not *[gifa] or *[géfé]. It is assumed that the underlying
boundary. in. /gd#fé/ blocks the application. of vowel harmony. As this
boundary weakens to a +, vowel harmony may be able to penetrate it. Thus,
some speakers pronounce /bu#td/ ‘to carry (away) as [butd] (breaking
‘yowel harmony), while others pronounce it as [buté]. In the latter case,

# has weakened to + (see the discussion of boundaries in-6.1.2.2).
-~ The question is whether vowel harmony is a suprasegmental or a segmental
_ property. When there is vowel harmony across a boundary, there is no need
to discuss the underlying representation of vowel harmony, since an affix
" vowel can be seen to assimilate to the vowel in a neighboring syllable. When
the vowel harmony is within a morpheme it is not clear whether one should
speak of one vowel assimilating to the other or of a suprasegmental assign-
ment of the shared vowel feature. Thus, Finnish, which is characterized by
- front-backness vowel harmony, has the two words [poiitd] ‘table’ and
[pouta] “fine weather.” These words differ in that all of the vowels in ‘table’
are [ —back], while all of the vowels in “fine weather’ are [ +back]. Within
the framework of generative phonology, there have been three approaches to
the underlying representation of vowe!l harmony. (se¢ Kiparsky, 1968a;
Vago, 1973). In the first, an underlying abstract feature such as [+ Back]
and [ ~Back] is assigned to each morpheme (Lightner, 1965). In this case,
the two Finnish words would be represented, respectively, as /pouta/;_g,cc;
and /pouta/; . p,ex;r In the second approach, one vowel (for example, the
first or last) is fully specified, while all other vowels in the same morpheme
are represented by means of archiphonemes, that is, partially specified
4 segments in the underlying form (see Bach, 1968; Carrell, 1970). In this case
1 the two Finnish words would be represented as /poUtA/ and /poUtA/,

_ respectively. The archiphonemes /U/ and /A/, which are unspecified for
backness (see 3.2.2), are converted to [ii] and [&] after front vowels, [u]
and [a] after back vowels. In the final approach, as argued by Kiparsky

However, as pointed out by Vago, there are certain verb stems with /if and
/i:} which exceptionally take back vowels in their suffixes, for example,
szid-unk *we curse,” not-*szid-iink. In order to predict the back vowel found
after such stems, we are faced with either recognizing these stems as excep-
tional (specifically by marking these forms with a rule exception feature
[ —vowel harmony] which would prevent funk/ from becoming tink), or
with positing an abstract underlying high central unrounded vowel /i/ in the
stem szid. By a low-level phonetic rule all instances of /if would be converted
to [i], but only after vowel harmony had had a chance to apply. This second
solution brings us into the abstractness controversy (see 3.3.5), which is the
concern of Vago’s study of vowel-harmony systems.

The second feature which is frequently found to be assimilated in vowel
harmony is-tense-laxness.. This feature has been treated as an opposition
between tense and lax, covered and noncovered (Chomsky and Halle,
1968:314-315), and advanced vs. retracted tongue root (Stewart, 1967).
Thus, in Central Igbo two sets of four vowels are found (see 2.4.2.3):

ADVANCED TONGUE ROOT  RETRACTED TONGUE ROOT

i u i u

e ) a Q
The vowels /i/ and /u/ give the impression of a very tense closed [e] and [o],
respectively, while o/ resembles [o]. What is important is that in constructing
words in Igbo, all vowels found within # boundaries are chosen from one of
these sets. Thus there are words such as /é'gé/ ‘money’ and /a'gu/ ‘leopard,’
but no words such as */é'gi/ and */4'gd/. As a result, the verbal noun prefix

is pronounced [e] before the stem vowels /i, e, u, of and [a] before the stem
vowels /i, a, 4, ¢/, as seen in the following forms:

[si] - ‘wash’ — [si] ‘washing’
[si] ‘say’ - [asi] ‘saying’

- The third feature found in vowel-harmony systems is roundness. In Turkish
(Zimmer, 1967, 1970) high vowels agree in both backness and roundness.
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(1968a), all vowels within morphemes are fully specified (see Stanley, 196
and the fact that all vowels agree in backness within a morpheme is captured
by means of a morpheme structure condition (see 4.2.1.2). In this last ap.
proach, the two Finnish words would be represented as /p6iitd/ and /poutaj,

Of the three approaches, only the first treats vowel harmony as a supra«
segmental property. In the second approach, vowel harmony is seen to be the
property of, in this case, the first vowel of each morpheme, while in the third,
it is seen to be a redundant property of morphemes. In all approaches, a
rule of vowel harmony assimilates vowels across morphological boundaries,

6.3.2 Nasalization

The case for analyzing vowel harmony as a suprasegmental property
has received less and less support; in contrast, recent arguments have been
put forth (Leben, 1973a,b) suggesting that nasalization may be considered
a suprasegmental feature in some languages. Both vowel harmony and =
nasalization were seen to be “prosodic” in the British (or Firthian) school, as -
evidenced, for example, by Carnochan’s (1960) analysis of Igbo and Robins’
(19574) analysis of Sundanese. In addition to Sundanese, nasalization takes . {

on a suprasegmental appearance in Terena (Bendor-Samuel, 1960), Desano ¢ :

(Kaye, 1971), and Guarani (Lunt, 1973), although Langendoen (1968) pro-
poses a restatement of such phenomena without “prosodies.” The three.
languages receive close attention from Leben (1973a,b), who presents Terena
vowel nasalization as follows: '

In forming the first person singular;

(a) Nasalize all vowels and semivowels in the word up to the first stop or
fricative ’
(b) Nasalize the first stop or fricative in the word as follows: mb replaces p, =
rd replaces t, yg replaces k, nz replaces both s and 4, and nZ replaces both s
and hy (1973a: 142-143).

Thus, the following oral-nasal opposition is found in comparing the third
person singular and first person singular forms: .

emo”u ‘his word’ emo M ‘my word’
ayo ‘his ‘brother’ a4y0 ‘my brother’
owoku ‘his house’ owongu ‘my house’
piho ‘he went’ mbiho ‘T went’
ahya%a%o ‘he desires’ anza?a%o ‘I desire’

It is quite clear from these forms that nasalization is the distinguishing
feature between third and first person singular, and that nasalization (or
orality) is realized potentially over several syllables. It is this latter feature
which suggests a suprasegmental analysis of nasalization in Terena. ,
In determining whether nasalization should be viewed as segmental or -
suprasegmental for any given language, several factors must be considered.
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" First, can a directionality for nasal spreading be established? In the above

examples, nasalization clearly spreads from left to right. Hence it'is possible
to recognize a nasal element ‘first person singular’ which ‘is prefixed. to
nouns and verbs, let us say /N/ (for example, /Nemo?u/ ‘my word’), which
causes the perseverative spreading of nasalization. A later rule deletes /N/.
In such a fashion, one could avoid analyzing nasalization as an underlying
suprasegmental property. The counterargument to such an analysis for
Terena is that the exact phonological shape of this underlying nasal element
is indeterminate, since its sole specified feature is [+nasal]. The same
argument has been used against “floating tones” (see 6.2.2.3.2.5), which are
specified only for tonal features.

Since certain consonants (specifically nonlow obstruents) block the
spreading of nasalization, a directionality can be established. It is this
directionality which in turn provides the possibility of a segmental analysis
of Terena nasalization. In a language such as Desano (Kaye, 1971), on the
other hand, where nonlow obstruents also become nasalized (b becomes
m, d becomes n, etc.), a segmental analysis is much more difficult to maintain.
In Desano, morphemes are marked as a unit as either [ + Nasal] or [ ~ Nasal],
or are unspecified for nasality. Thus, the morphemes [Wai] ‘name’ and
[wai] “fish® differ in that the first is recognized as /wai/ with the feature
specification [+ Nasal], while the second is recognized as /wai/ with the
feature specification [ —Nasal]. Morphemes left unspecified for nasality are
typically those which become nasalized in the context of another morpheme
marked [ + Nasal].

The motivation for recognizing a suprasegmental feature Nasal is seen
from the forms [nohs6] ‘kind of bird” and [yohso] ‘kind of lizard.” Kaye
analyzes these as [yohso/;, nasay a0d /YOhSO/; _nusury, Tespectively. We have
already said that nasalization is not blocked by nonlow obstruents. In
addition, unspecified morphemes become [ +Nasal] both before and after
[+ Nasal] morphemes, as seen in the following derivations (see Leben,
1973b:142):

Jsedaj, nasayy + /du/ — [s€ndnii] “‘pineapple’

/80fr—nasann -+ /duf = [goru]  ‘ball’*®
fbii/ + /dafi,nasey  ~ [miind]  ‘old men’
/bif + /gl _nasay — [blgi]  ‘old man’

Since an unspecified morpheme becomes nasalized on either side of a
[ + Nasal] morpheme, it is not possible to mark nasalization on only the first
(or last) vowel of a morpheme and then copy nasalization throughout the
morpheme. The only way to avoid analyzing nasalization as an underlying
suprasegmental property is to follow Kiparsky’s (1968a) suggestion for vowel

18 Underlying /d/ is converted to phonetic [r] in this position.
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harmony and fully specify [ +nasal] on each nasalized segment of the
called [+ Nasal] morphemes, for example, /ndhsd/ ‘kind of bird.” While
such underlying forms will exhibit considerable redundancy, these redun:
dancies can be captured, as in the case of vowel harmony, by morpheme‘
structure conditions. »

In summary, then, the issue of whether vowel harmony and nasalxzatmn
are suprasegmental in the same sense as stress and tone is as yet largely
unsettled.!®

APPENDIXES

List of Symbols

C  —consonant V o — vowel

C*  — aspirated ¥V  — nasalized

C° — unaspirated Vi —long

C¥ . — palatalized X — stressed (or high tone)

C¥ — labialized V = tense (or mid tone)

C: —— long or geminate Y — pharyngealized

¢C  ~— pharyngealized Y  — voiceless

N — nasal L - — liquid

N - voiceless L — voiceless

N  — syllabic L. — syllabic 4

G —glide @  — zero or null segment

G — voiceless

JAB/ — phonemic slashes {AB} — morphophonemic braces

[AB] — phonetic brackets [+ F] — distinctive feature brackets

*AB — unattested (either a historical reconstruction or a disallowed
1% While duration (vowe! and consonant length) is normally treated along with stress and sequence) '
tone as a suprasegmental (see Lehiste, 1970), this topic will not receive specific attention ¢ s :
here, since we have already had occasion to refer to length in conjunction with other issues ™ A->B/_C — A ‘becomes’ by phonologfcal rule B before C
in phonology. : A->B/C__ — A ‘becomes” by phonological rule B after C
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absorption, 223

abstractness, 10n, 1213, 82-90, 91,
128, 234
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acoustic phonetics, 2,31

additive rule ordering, see feeding rule
ordering

allomorph, 13, 79,-195

allophone, 7-8,62-63, 65, 91

alpha notation, 121-122, 123

alternation, 12~13, 14

angled bracket notation, 120-121, 123

archiphoneme, 70-72, 90, 110, 143

articulatory phonetics, 2, 30

assibilation, 175

assimilation, 32, 98, 126, 156-159,

171,218, 221-223 :

binarity, 32~33,.36, 49, 55-57, 113

biuniqueness, 68, 90

bleeding rule ordering, 129-130

borrowing, 89, 146

boundaries, 75, 77-78, 81, 93, 117,
190-191, 192, 194, 195-198, 199,
200,205, 208,217,219n, 234,235

brace notation, 43, 117-118, 125

bracket notation, 118-119

breath group, 194
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class, see natural class

closed syllable,; 123, 188

coda (syllable), 188-189

commutation test, 96-97, 133

competence, 22, 194

complementary distribution, 61-64, 98

complete overlapping, see neutraliza-
tion , :

conjunctive ordering, 124

consonant systems, 16, 37-42, 94-95,
100, 152-153, 164-169

conspiracy, 135

context-free, 18, 147

context-sensitive, 18, 147

contextual neutralization, see neutral-
ization

contextual variant, see allophone

contour tone, 214, 216-219

copying (tone), 224

core (syllable), 188-189, 206

culminative function, 204, 207, 229

deletion, 14, 75, 82, 92, 125, 126, 127,
130, 135, 162, 163, 164, 183, 197

demarcative function, 203

denaturalization, 173-178

derivational constraint, 135-137, 162

descriptive adequacy, 74, 88, 101

diachronic (historical) description, 173,
178-179

diacritic features, 84, 92, 93, 114, 177~
178, 184, 185, 198

dialect mixture, 65-66

S

discovery procedures, 66-67, 76, 102
discrete-level (tone), 225-226
disjunctive ordering, 124
distinctive features, 24-58, 103-137,
139-141, 143, 219-221
advanced tone root, 50, 234
anterior, 48; 53
back, 45-47, 51
checked, 41
compact, 35-36, 46
consonantal, 33, 42-44
continuant, 37, 40, 44
coronal, 48, 53
covered, 50
delayed release, 52
diffuse, 35-36, 41, 46, 47, 48
flat, 30, 35-36, 40, 41, 49
glottal stricture, 57
grave, 31-32, 35-36, 41, 48
high, 45-47, 51
labial, 53-54
low, 45-47
mid, 56
nasal, 37
round, 47, 50, 53
sharp, 41, 50-51
slack vocal cords, 57,229
sonorant, 44-435
stiff vocal cords, 57, 229
strident, 37, 40
syllabic, 43-44
tense, 36, 169
vocalic, 34, 42-44
voice, 37
distinctive  features of Chomsky and
Halle, 42-52
distinctive features of consonants, 37~
42, 45-55, 229 .
distinctive features of Jakobson, Fant
and Halle, 29-42
distinctive features .of tone, 219-221,
229
distinctive features of vowels, 35-37,;
4547, 49-50, 55-57
distinctiveness, 5-8, 226ff
distinctive . oppositions ' (Trubetzkoy),
26~29, 67 '
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bilateral, 26-27
constant, 29
equipollent, 28, 33
gradual, 28,33, 56
isolated, 27
multilateral, 26-27
neutralizable, 29
privative, 27, 32, 142, 143
proportional, 27
downdrift, 226
downglide, 228n
downstep, 227
duration (vowel length), 131,:172-173,
193, 194, 206-207, 208, 216

ease of articulation, 98

economy, 93, 99-100, 133~135. See
also simplicity :

epenthesis (insertion), 14, 21, 136, 146,
162, 163, 164, 184, 191

evaluation procedure, 101-103, 112~
113, See also simplicity metric

exception features, 176n, 234. See also
diacritic features

explanatory adequacy; 102

extrinsic ordering, 126, 129-131

feature counting, 103-137, 139=141

features, see distinctive features

feeding rule ordering, 129~130

final devoicing, 71-72,79, 91-92, 142,
168,190

fixed stress, 204-205, 230

floating tones, 110, 225,237

foreign accents, 21, 73,89 -

formalisms; 114-125, See-also Appen-
dixes S .

free stress, 204,230

free variation, 65-66 :

function, 2, 4, 67, 136-137, 204-205,
214 .

functional relatedness -of rules, 135~
137

generality, -99-100, 141, See also
simplicity - -
glides, 34, 39, 42, 43, 44
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global rule, 131-132

grammatical categories, 76-77, 180,
184, 205

grammatical morpheme, 110, 111, 112

grammatical prerequisites to pho-
nology, 70, 76-82, 180, 184, 205

hiatus, 164
homorganic nasals, 126, 127, 128
horizontal assimilation (tone), 222-223

ideophone, 4-5

if-then condition, 111

imaginary segment, 86, 87
implicational universals, 15-16, 17
insertion, see epenthesis
intonation, 227-228

intrinsic ordering, 129-131
intuition, 19-21

labialization, 41, 49, 88, 120-121

language - acquisition,  16-17, 22-23,
102-103, 135, 143

language change, 17~18, 175, 178~179

levels of adequacy, 74-76

levels of grammar, 8-9, 14, 22-23,
76-79, 83, 84ff

lexical morpheme, 111

lexicon, 20, 100, 104, 111, 112, 133,
194-195

linearity conditions, 128

linking conventions, 153~156

liquids, 34, 39, 42, 43, 44

markedness (generative), 146-156, 220

markedness (Prague School), 143-145

markedness (universal), 145~153

mental representation, 9, 22n

metathesis, 14-15

minimal pair, 6, 60-62

monotonic accent, 232-233

mora, 232-233

morpheme, 13, 105-113, 192, 194-
195, 213, 237

morpheme feature, 235, 237

morpheme structure condition, 108-
113,195, 238

morpheme structure rule, 105-110,
112, 133-135

morphologization, 175-176, 179-181,
182-185, 198, 205-206

morphophoneme, 79

morphophonemics, 79-~80, 83, 224- '

225

nasalization, 15-16, 44, 117, 128, 129,
132, 151, 159, 160-161, 168, 171,
186~187, 236-238

natural class, 25, 34, 57, 104, 139-142,
147-149, 153

naturalness, 25, 97-98, 138-185, 208~
210, 221-225

natural rule, 98, 114, 135, 140, 153~
182, 187, 208-210, 221225

natural system, 149-153

negative condition, 112

neutralization, 29, 69-72, 83, 143, 144

notational equivalence, 122-124

nucleus, see peak

observational adequacy, 74, 101

obstruent, 16, 24, 44

one phoneme or two?, 3-4, 96-97,
133-135

onset (syllable), 188, 206

open syllable, 188

opposition, see distinctive opposition

overlapping, see phonemic overlapping

palatalization, 24-25, 41, 47, 51, 54—
55, 85, 88, 98, 113-114, 116~117,
120-121, 132-133, 140, 158-159,
160, 171, 174, 181, 183

parenthesis notation, 119-120

pattern congruity, 93-97

peak (syllable), 43n, 188-189

performance, 22, 194

persistent rule, 128

pharyngealization, 30, 41, 46, 47, 49~
50, 55, 151

phone, 2, 8

phoneme, 8, 59-98

phonemic overlapping, 67-69

phonetic reality (of phoneme), 60-67

phonetics, 2-3, 6,26, 30-31, 34, 49,
98, 105n, 107n, 139, 171-173,
191, 209-210, 228n, 229

phonetic similarity, 60, 64-65, 68, 83

phonological reality (of phoneme), 67~
72, 144

phonological rule, 12-15, 63, 83, 113~
114, 139-140, 153-185, 195-198,
208-210, 221-225

phonologization, 58, 171-173, 207-
208

pitch-accent, 230-233

plausibility, 97-98. See also natural-
ness

polarization (tone), 224

polytonic accent, 232233

positive condition, 111-112

Prague School, 2, 26ff, 67-72, 7273,
83, 90, 143-145

predictability, 91-93, 177-178

prominence, 203-233

prosodies, see suprasegmentals

psychological reality, 2, 4-5, 19-23,
72-74, 75-76, 101, 132, 181

psychological reality (of phoneme), 72~
90

random sequential ordering, 126, 128,
130-131 ‘

redundancy, 5-8, 9-10, 72, 104-112,
123

reduplication, 53, 77, 89,119-120,234

register tone, 214, 216-219

rephonologization, 173

replacement (tone), 225

rule, see phonological rule

rule inversion, 176-178, 183-183

rule ordering, 124, 125-131

segment, 2, 8, 142-149

segmental constraint, 10, 106-108,
112, 122

sequential constraint,  10-12, 19-21,

Subject Index - 265

21=22,74,75,104-112, 117,136,
189-191, 194-195 ‘

simplicity, 93, 99-137, 141, 182-185

simplicity “metric, 101-103. See also
feature courting

simplification (tone); 223-224

simultaneous rule application, 131

sonorant, 44, 228,229

speech errors, 21-22, 76

spirantization, 62-63, 141, 156-158,
165, 166, 167, 178-179

spoonerism, 21

spreading (tone), 222-223

strength (phonological feature), - 57,
166-168, 170, 196

strengthening, 161ff, 165-166, 169,
208

stress, 76-77, 146, 199-203, 204-212,
229-233 )

structural relatedness of rules, 116,
118, 136, 137

substractive rule ordering, see bleeding
rule ordering

suppletion, 13

suprasegmentals, 186-238

syllable, 18-19, 20n, 43-44, 64, 136,
161-164, 188-193, 214-215

syllable structure constraint, 20n, 64,
189-191, 195

syllable weight; 206-207, 233

synchronic (static) -description, 175,
178-179 '

syncope, 164. See also deletion

systematic gap, 20

systematic phonemics; 80-50

telescoping, 173-175

terraced-level (tone), 225-228

tone; 212-230

tonogenesis, 229

transformational cycle; 198-203, 212
‘true ‘consonant, 34, 39, 42, 43

umlaut; 92, 175-176
universals, 2, 8, 15=19,'29, 107 1454,
147 :
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vacuous rule application, 124, 127n

velarization, 30, 41, 47, 49, 55-56

velar softening, 197~-198

vertical assimilation (tone), 221-222

vowel harmony, 87, 182

vowel reduction, 169-170, 233-236

vowel systems, 15-16, 35-37, 56-57,
68-69, 80-81, 87-89, 95, 99-100,

109-110, 121-122, 132-133, 143,
149-151, 169-170

weakening, 67-68, 161ff, 164-165,
166-168, 169, 176, 177, 208
word structure constraint, 43, 111-

112, 164, 189

Akan (Kwa; Ghana), 50, 110, 120
Arabic (Semitic), 16n, 49-50, 205, 206
Auca (Ecuador), 210

Babanki (Bantu; Cameroon), 4

Bamileke (Bantu; Cameroon), 18, 31,
32,70,77,78, 83, 94-95, 123, 124n,
156, 176-177, 180, 221, 227, 228

Bantu . (Niger-Congo; Africa), 156n,
174, 213

Berber (Afro-Asiatic; North Africa),
6-7, 8, 16n, 27, 67, 162, 190

Burmese (Tibeto-Burman), 8, 47, 168

Cantonese (Chinese), 218-219, 221,
223

Chadic (Afro-Asiatic; Africa), 177

Chemeris (Finno-Ugric; Soviet Union),
207

Chinese (Sino-Tibetan), 17, 143; 161,
168, 196, 208, 214, 217, 218-219,
221, 223, 225,.230

Chipewyan (Athabaskan; Canada), 52

Danish (Germanic), 56, 6768, 68-69,
166 ; ,

Desano (Eastern Tucanoan; Colombia
and Brazil), 236, 237-238

Dschang-Bamileke ~(Bantu;  Came-
roon), 18, 227, 228

English (Germanic), 1,2, 3, 4, 5, 6, 7,
9, 10-11, 12, 13-14, 16, 18, 19-21,

LANGUAGE INDEX

22,24,25,26,27,28,29, 31,33, 39,
45, 48, 60, 61, 62, 64, 653, 67, 69, 70,
72, 74-75, 76, 80-82, 84, 83, 90,
93, 94, 96, 100, 104, 106, 107, 108,
109, 111, 131, 135, 139, 144, 146,
163, 166, 170, 171, 172, 173, 189,
190, 195, 197-198, 199-203, 205,
209

Estonian (Finno-Ugric), 194

Ewe (Kwa; Ghana, Togo), 105, 119-
120, 163, 190n, 229

Fe?e?-Bamileke (Bantu; Cameroon),
31, 32, 70, 77, 78, 85, 94-95, 123,
124n, 176-177

Finnish (Finno-Ugric), 15, 1635-166,
167, 179180, 194, 208, 232, 2353

French (Romance), 2, 11,12, 14, 15,
16,18, 21, 31, 33, 65,.130, 145, 146,
160, 170, 172

Fula (West Atlantic; West Africa), 167

German (Germanic), 2, 3,4, 9-10, 12,
18, 27,.29, 62, 63-64, 67, 71-72,
79, 84, 85,.91-92, 142, 143, 145,
166, 175=176, 190, 205

Germanic (Indo-European), 84, 166

Grebo (Kwa; Liberia), 97; 164 -

Greek (Hellenic), 232-233

Guarani - (Tupi-Guarani; - Paraguay),
236 '

Gwari (Kwa; Nigeria), 64-65, 103,
163, 174, 180




