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This article shows that specific properties of long-distance phonotactic
patterns derived from consonantal harmony patterns (Hansson 2001,
Rose and Walker 2004) follow from a learner that generalizes only
on the basis of the order of sounds, not the distance between them.
The proposed learner is simple, efficient, and provably correct, and
does not require an a priori notion of tier or projection (contra the
model in Hayes and Wilson 2008); nor does it rely on the additional
structure provided by Optimality Theory grammars (Prince and Smo-
lensky 1993, 2004) or grammars in the principles-and-parameters
framework (Chomsky 1981, Dresher and Kaye 1990, Gibson and Wex-
ler 1994). Not only does the noncounting nature of nonlocal dependen-
cies automatically follow from the way the learner generalizes, it also
explains the absence of blocking patterns from the typology. Finally,
the learner lends support to the idea that long-distance phonotactic
patterns are phenomenologically distinct from spreading patterns, con-
tra the hypothesis of Strict Locality (Gafos 1999, et seq.).
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1 Introduction

1.1 The Contribution

People learn language, but it remains a mystery how they, or any other computing device, can
do so. The perspective provided by formal learning theory (Vapnik 1998, Jain et al. 1999) and
the related discipline of grammatical inference (de la Higuera 2010) aligns closely with linguists’
concept of Universal Grammar: universal properties of language help learners generalize correctly
from their limited experience. It follows that studying universal properties of language can reveal
properties of the learner. But the arrow of explanation goes in the opposite direction: if the learner
generalizes in particular ways (according to its defining properties), then it can explain some
observed universal properties of natural language. In short, a well-articulated theory of language
learning offers explanatory adequacy.

This article explores these ideas in the context of phonotactic patterns derived from consonan-
tal harmony patterns. Consonantal harmony patterns are chosen because their typology is well
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studied (Hansson 2001, Rose and Walker 2004), so it becomes possible to identify plausible
universal properties. Phonotactic patterns are considered instead of alternations for several reasons.
First, phonotactic learning has been a recent, active area of research (Hayes and Wilson 2008,
Heinz 2009). Second, there is evidence that humans learn phonotactic patterns prior to alternations.
Not only are infants sensitive to surface sound patterns (Friederici and Wessels 1993, Jusczyk et
al. 1993), but also they use this language-specific phonotactic knowledge to identify word bounda-
ries in speech (Mattys et al. 1999, Mattys and Jusczyk 2001). Thus, it is plausible that acquisition
of phonotactic knowledge precedes acquisition of morphophonology. Third, some learning models
indicate that phonotactic knowledge is helpful when learning alternations (Albright and Hayes
2002, Hayes 2004, Prince and Tesar 2004). Finally, the phonotactic learning problem is formally
simpler than the alternation learning problem because instead of learning a mapping from underly-
ing forms to surface forms, one only has to learn whether surface forms are well formed.

This article shows how specific properties of long-distance phonotactic patterns themselves
are sufficient to license correct generalization from only finitely many examples. These properties
are the importance of the order of sounds and the relative unimportance of the distance between
them. Taken together, these concepts define the notion of precedence (cf. the definition of prece-
dence in Reiss and Mailhot 2007), which is not to be confused with immediate precedence (Raimy
2000).

In a nutshell, the learner acquires a grammar which decides that a word is well formed if
and only if its (potentially discontiguous) subsequences of length 2 are well formed. These are
exactly the pairs of symbols that stand in the precedence relation. The acquisition of the grammar
is straightforward: precedence relations observed in the learner’s input are assumed to be well
formed and unobserved ones are assumed to be ill formed. The grammars and learner are described
in detail in sections 5 and 6, respectively.

The proposed learner, which I call the precedence learner because it uses only the notion
of precedence to make generalizations, is interesting for many reasons.

1. It is simple, efficient, and provably correct.
2. The patterns learnable by the learner nontrivially approximate the known typology. In

particular, the learner explains the presence of two types of attested long-distance phono-
tactic patterns derived from consonantal harmony patterns (symmetric and asymmetric)
and the absence of unattested patterns with blocking effects.

3. The noncounting nature of nonlocal dependencies automatically follows from the way
the learner generalizes.

4. The learner lends support to the idea that long-distance phonotactic patterns are phenome-
nologically distinct from spreading patterns, contra the hypothesis of Strict Locality (Gafos
1999, et seq.).

5. It is the first learner for long-distance dependencies in phonology that does not require
an a priori notion of tier or projection (contra the model in Hayes and Wilson 2008).

6. It does not rely on the additional structure provided by Optimality Theory (OT) grammars
(Prince and Smolensky 1993, 2004).
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7. It does not rely on the additional structure provided by the parameters or cues in the
principles-and-parameters (P&P) framework (Chomsky 1981, Dresher and Kaye 1990,
Gibson and Wexler 1994).

The precedence learner also raises new questions. As explained in section 6, it is unable to learn
phonotactic patterns derived from long-distance dissimilation patterns. Additionally, since this
article describes the learner in categorical terms with segmental representations for reasons de-
scribed in section 3, it remains open how best to extend these results to learners of gradient
patterns describable with featural representations.

The proposal here bears some parallels to Search analyses of vowel harmony (Nevins 2005,
Reiss and Mailhot 2007, Samuels 2009). There as well as here, the concept of precedence plays
a significant role in defining the kinds of patterns phonological grammars can generate and in
assessing the minimal computations necessary for describing long-distance dependencies.

This article goes beyond that research in three ways. First, it shows where attested long-
distance patterns derived from consonantal harmony fall in the subregular hierarchy, which classi-
fies logically possible patterns according to independently converging measures of computational
complexity (McNaughton and Papert 1971, Rogers et al., to appear, Rogers and Pullum, to appear).
This exercise makes clear the relevance of order and the irrelevance of distance, which are the
defining properties of precedence. Second, this exercise also provides a sound mathematical basis
for relating ‘‘precedence as a kind of locality’’ (cf. discussion in Reiss and Mailhot 2007) to
computational complexity. Third, by demonstrating the contribution an a priori notion of prece-
dence makes to learning, this article factors consonantal harmony patterns in a way that allows
researchers to independently investigate the contribution of other factors such as the similarity
of sounds.

1.2 The Perspective

This article suggests that phonological learning is modular. One idea is that complex systems
that exhibit different kinds of patterns are learned by complex learners: in particular, learners
consist of sublearners, and each sublearner learns a submodule of the system. Not only does this
idea have proponents who study learning from a biological perspective (Gallistel and King 2010:
chap. 13), it is a natural interpretation of significant results from formal learning theories.

Formal learning theories show that learning is impossible unless the range of hypotheses the
learner is willing to entertain is a priori restricted (Vapnik 1998, Jain et al. 1999, Niyogi 2006,
de la Higuera 2010). The intuition behind these results comes from recognizing that learning is
about making distinctions, but not making too many. In a discussion on verb learning, Gleitman
(1990:12) sums it up this way: ‘‘The trouble is that an observer who notices everything can learn
nothing for there is no end of categories known and constructable to describe a situation [emphasis
in original].’’ (See also discussion in Piattelli-Palmarini 1980.)

Under this perspective, Universal Grammar (UG) is the set of available hypotheses, or the
properties that these hypotheses share. Shifting focus from the hypothesis space to the learner
itself provides explanatory adequacy: properties of the generalization strategy itself ultimately
determine the shape of the hypothesis space and hence properties of natural language patterns.
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This perspective—that learners are intimately related to their hypothesis spaces—naturally
leads to the idea that different kinds of patterns might have different kinds of learners. For example,
the set of syntactic hypotheses available to children is not the same as the set of phonological
hypotheses available to children. The two domains do not have the same kinds of patterns and
so it is reasonable to expect them to be the result of different kinds of learning processes.

The picture that emerges is that the language learner is a composition of mini–learning
processes.1 In the domain of phonotactics, the same thinking carries through. As shown in section
4, the class of long-distance phonotactic patterns measurably differs from the class of local restric-
tions. It follows that these different classes of patterns could have different learners, of which
the complete phonotactic learner is some combination.

Notably, this perspective is largely absent in traditional models in generative grammar like
OT or P&P. In those frameworks, the content of the constraints or the parameters determines the
typology, but the primary learning proposals are independent of that content (Dresher 1999, Heinz
2009). For example, in OT the content of CON matters not one whit to descriptions of Recursive
Constraint Demotion (Tesar and Smolensky 2000:5–6). The learners in these proposals are unable
to explain properties of the language patterns themselves because the explanations instead lie in
the presence and absence of particular constraints (or parameters).2

Here, the claim is that the phonotactic learning module consists of at least one submodule
for learning long-distance phonotactics and one for learning local phonotactics. It is plausible
that a third module exists for learning surface stress patterns (Heinz 2007, 2009).

1.3 Outline

In section 2, the typological studies of long-distance agreement (LDA) and the relevant issues
are reviewed in more detail. Section 3 is intended to provide a framework within which all
phonotactic patterns can be described and motivates particular expositional choices. Section 4
explicitly defines long-distance phonotactics (LDP) and classifies them according to the subregular
hierarchy (McNaughton and Papert 1971). The results of this query reveal

1. the importance of order in LDP and the relative unimportance of distance,
2. that a debate about the nature of locality in phonology is also a debate about computational

complexity in phonology, and
3. that long-distance dissimilation fundamentally differs from long-distance assimilation

with respect to the kinds of phonotactic patterns they derive.

1 This resembles what formal learning theorists call parallel learning (Case and Moelius 2007).
2 Within OT, there are particular learning proposals that fail to learn the factorial typology and in this way constrain

the predicted possible languages (Tesar and Smolensky 2000, Boersma 2003). Hammond (1991) proposes this idea in
the context of the P&P framework (and Myers (2002) suggests the similar idea that the subset of the factorial typology
reachable by natural processes of sound change are the predicted possible languages). See also Pater 2009 for discussion
in the context of Harmonic Grammar. None of these proposals goes as far as the present one in expressing not only the
modular-learning perspective but also the natural intimacy that exists between learners and the patterns they learn (the
typology).
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Section 5 introduces a new class of grammars called precedence grammars that are defined in
such a way as to transparently capture these insights and that generate a class of patterns called
precedence languages that includes attested LDP patterns and excludes many unattested ones.
Section 6 presents a very simple learner that efficiently learns the class of precedence languages.
Section 7 discusses how the precedence grammars can be implemented in gradient frameworks
with phonological features, as well as some of the implications the model has for phonological
theory—in particular, for nontonal autosegmental tiers and for the role of similarity in LDA.

2 Long-Distance Agreement

2.1 Definition

In their seminal typological studies of consonant harmony, Hansson (2001) and Rose and Walker
(2004) define LDA as follows:

(1) Consonantal long-distance agreement patterns are those where agreement for an articu-
latory or acoustic property holds between consonants separated by at least one segment.
(Rose and Walker 2004:476)

The surveys by Hansson (2001) and Rose and Walker (2004) provide many examples of consonan-
tal LDA, including sibilant harmony like the Navajo example in (2), liquid harmony, dorsal
harmony, nasal harmony, and laryngeal harmony, among others. These patterns are not rare.
Hansson (2001) documents about 120 languages that require certain consonants to agree in some
feature. Hansson (2001) and Rose and Walker (2004) focus exclusively on consonantal harmony,
and they leave open the possibility that their analyses may extend to the domain of vowel harmony
(see also Hansson 2006).

As an example, consider Navajo, where the anteriority of sibilants within a word is influenced
by the anteriority of the rightmost sibilant (Sapir and Hoijer 1967, Fountain 1998). (Data from
Sapir and Hoijer 1967:15.)

(2) a. /sı̀-≈á/ N sı̀-≈á ‘a round object lies’
b. /sı̀-tı́/ N sı̀-tı́ ‘he is lying’
c. /sı̀-Wı̀+/ N + ı̀-Wı̀+ ‘it is bent, curved’
d. /sı̀-te�Ç/ N +i-te�Ç ‘they (dual) are lying’

What is striking about the pattern is how sibilants assimilate despite the arbitrary distances between
them. Although Sapir and Hoijer (1967) observe that sibilant harmony in Navajo is less likely
to hold as the distance between the sibilants increases, this fact does not change the essential
nature of the problem: the anteriority of a sibilant depends in some way on another sibilant that
may be arbitrarily distant. A minimally adequate theory that captures this nonlocal dependency
must show how one sibilant can affect another across arbitrarily long distances. The observation
that the frequency of the effect is reduced as the distance increases does not change this fact.3

3 It is also possible that the distance effect is not a grammatical fact, but due to performance. See related discussion
in Hansson 2001:221–223.
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Finally, a theory that attempts to mediate the long-distance assimilation through adjacent prosodic
domains is inadequate. The sibilants that stand in agreement do not need to be in adjacent syllables,
or even in adjacent feet (Hansson 2001, Rose and Walker 2004).

Interestingly, only a few languages with LDA clearly include grammatical restrictions on
length (Rose and Walker 2004). These cases suggest that the domain of application of the rule
is limited to prosodic domains. For example, in Ndonga, [l] assimilates to [n] if it is separated
from a nasal by one vowel but not two vowels (Viljoen 1973). The domain of application of the
agreement—syllable, word, or phrase—is an important aspect of the competence of the native
speaker. Since this article focuses on the nonlocal character of consonantal harmony and not its
domain of application, I set aside the issue of learning the domain of application of the harmony
process, and I return to these issues as future work in section 7.

2.2 Spreading, Blocking, and the Typology of Long-Distance Agreement

LDA patterns have been extensively studied by earlier researchers, who have identified many
relevant factors (Jensen 1974, Odden 1994, Walker 2000, Hansson 2001, 2007a, Rose and Walker
2004). These factors include the similarity of the sounds that undergo agreement, how the trigger-
ing segment is determined, the directionality of the agreement, and the domain of the agreement.

The character of the intervening sounds has also been scrutinized. Hansson (2001:42) adds
to the definition in (2) the following:

(3) The intervening segments between the agreeing segments are not audibly affected by
the agreeing feature.

The purpose of Hansson’s definition is to clearly distinguish LDA patterns known as ‘‘feature
spreading’’—that is, patterns where arbitrarily long sequences of contiguous segments agree in
a feature. The classic example is nasal spreading. For example, in the Johore dialect of Malay,
oral vowels and glides may not immediately follow a nasal consonant, nasalized vowel, or nasal-
ized glide (Onn 1980). Consequently, there are words like [pe√ãw̃ãsan] ‘supervision’, but none
like *[pe√awasan] or *[pe√ãwasan]. Although it is true in [pe√ãw̃ãsan] that [√] and the second
[ã] agree in the feature [nasal] and are separated by two intervening segments, neither Hansson
(2001) nor Rose and Walker (2004) consider this phenomenon to be a case of LDA. This is
because the intervening segments participate in the agreement as well.

Some researchers hypothesize that all cases of LDA are feature spreading (with changes to
quality of the intervening segments along the relevant phonetic dimension), thus reducing the
apparent nonlocal character of the patterns to an unbounded sequence of local transfers. In its
strongest form, this means that so-called long-distance patterns are simply an extended kind of
coarticulation. This perspective is perhaps most clearly articulated by Gafos’s (1999) hypothesis
of Strict Locality (see also Nı́ Chiosáin and Padgett 2001). For Navajo sibilant harmony, this
means that all intervening segments between agreeing sibilants realize the feature [anterior]. Thus,
the correct representation of ‘they (dual) are lying’ is not [+ite�Ç], but [+ite�Ç], where the underscore
indicates a [�anterior] allophone of some kind, which is audible and perceptible at some level.
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A similar, but phonological, analysis posits that the agreeing feature spreads through an
unbounded series of local transfers, but it differs from the hypothesis of Strict Locality in that a
rule removes the feature from intervening segments with which it is incompatible in a Duke-of-
York-style derivation.4 This rule can be either in the phonetics or late in the phonology, and, unlike
under the hypothesis of Strict Locality, the relevant feature is not detectable in the pronounced form
of the intervening segments.

In contrast to those approaches, Hansson (2001) and Rose and Walker (2004) argue that
LDA patterns are phenomenologically distinct from spreading patterns and consequently require
a different kind of analysis. They propose that the agreeing segments are in a particular relation-
ship, which is not shared by the intervening segments. Consequently, as in the phonological
analysis above, the intervening segments are not ‘‘audibly affected’’ by the agreeing feature.5 In
this respect, their analyses are similar to the Search analysis of Reiss and Mailhot (2007).

A key point in the debate about whether LDA is feature spreading or not is whether long-
distance agreement patterns allow blocking. This is because spreading patterns uncontroversially
admit blocking effects, regardless of whether all intervening segments in the surface form are
‘‘audibly affected.’’ For example, in the Johore dialect of Malay, voiceless obstruents block the
nasal spreading (note that nasality stops with [s] in [pe√ãw̃ãsan] ‘supervision’).

When the typology of LDA patterns is considered, both Hansson (2001) and Rose and Walker
(2004) observe that

(4) There are no LDA patterns with blocking effects.

They conclude that if feature spreading were the right treatment of LDA, then (4) would be
unexpected, and they consequently treat (4) as evidence for their proposals.6

However, it remains unresolved what principle, if any, could explain the absence of blocking
in the typology of LDA. Rose and Walker’s (2004) agreement-by-correspondence (ABC) analysis
of LDA in OT has two components. First, there are CC-Correspondence constraints, which place
two consonants in correspondence if they are sufficiently similar. The analysis remains agnostic
about the exact similarity metric to be used, as this choice is independent of the main thrust of
their analysis, which addresses how agreement between segments that are ‘‘similar’’ is enforced.7

The second component of ABC are ID-CC(F) constraints, which enforce agreement of feature F
for consonants in correspondence. This analysis is intended to capture both the similarity and
blocking effects. However, Hansson (2007a) shows that the ABC approach does predict nonlocal
blocking effects of certain types, and he reluctantly suggests that the absence of blocking patterns
may be an accidental gap.

4 This idea survives in OT in turbidity theory (Goldrick 2001). See Finley 2008 for an example of this approach
in addressing transparent vowels in vowel harmony.

5 Hansson and Rose and Walker presumably admit a certain amount of coarticulation on neighboring segments, but
not on all intervening ones.

6 Sanskrit and Kinyarwanda have been proposed as counterexamples. But many researchers diagnose the Sanskrit
pattern as feature spreading (Schein and Steriade 1986, Gafos 1999, Nı́ Chiosáin and Padgett 2001, Hansson 2001, Rose
and Walker 2004). Similarly, evidence presented by Mpiranya and Walker (2005), Byrd et al. (2006), and Walker (2007)
suggests that Kinyarwanda also displays a feature-spreading pattern.

7 See also Hansson’s (2007b) more recent discussion regarding agreement along secondary consonantal articulations.
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There are two additional typological characteristics that Hansson (2001) and Rose and Walker
(2004) mention that are relevant to this article.

(5) a. Both symmetric and asymmetric LDA patterns are well attested.
b. The segments participating in the agreement are similar.

The significance of (5b) is discussed in section 7. With respect to (5a), symmetric LDA refers to
patterns like the one in Navajo where both [�anterior] and [�anterior] sibilants are ‘‘active’’
and force assimilation (here, regressively) to earlier-occurring sibilants. This stands in contrast
to asymmetric patterns like the one found in Sarcee. Sarcee also has a sibilant harmony process,
but only the [�anterior] sibilants are active, forcing [�anterior] sibilants to assimilate (again,
regressively) (Cook 1978a,b, 1984). Consequently, unlike in Navajo, [�anterior] sibilants can
follow [�anterior] sibilants in Sarcee, though, as in Navajo, the reverse is prohibited. A [�anterior]
sibilant like [z] may follow a [�anterior] sibilant like [+] (as in (6a)), but not vice versa (as in
(6c)) (examples (6a–b) from Cook 1978a).

(6) a. /si-t+iz-a≈/ N +ı́t+ı́dzà≈ ‘my duck’
b. /na-s-Wat+/ N nā+Wát+ ‘I killed them again’
c. cf. *sı́t+ı́dzà≈

The symmetric/asymmetric types of LDA carry over into LDP as explained in section 3. Impor-
tantly, both kinds are well attested. In fact, sibilant harmony patterns, which constitute a major
class of consonantal harmony patterns, divide into approximately equal numbers of symmetric
and asymmetric forms (Hansson 2001:469–472). Thus, there is no reason to think one kind has
a privileged status.

3 Long-Distance Phonotactics

3.1 Motivation

In this article, the studies of Hansson (2001) and Rose and Walker (2004) are recast in terms of
phonotactic patterns. In other words, the Navajo pattern is described only in terms of word well-
formedness.

(7) Words of Navajo are well formed as long as the sibilants in the word agree in [anterior].

This statement is true, though it says nothing about whether the harmony is regressive or progres-
sive, or root or stem controlled. It says nothing about how the surface form is derived from the
underlying form. Instead, the statement in (7) focuses singularly on the fact that a phonotactic
pattern can be described as a set of words. All logically possible words that obey the pattern
belong to the set, and all logically possible words that do not obey the pattern do not belong to
the set.8 In other words, recasting LDA in terms of long-distance phonotactics (LDP) shifts focus
to the weak generative capacity of phonological grammars—that is, to the sets of strings generable

8 This formulation of pattern (and language) is due to Chomsky (1957).
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by the grammars and not the structural descriptions or derivations of those strings (Chomsky
1965:60–62; see also Miller 1999).

This shift in focus is justified for many reasons, some already discussed. The set of strings
a grammar weakly generates is a property of the grammar. In the problem of learning phonological
grammars, a minimal requirement is that the learned grammar be able to correctly discriminate
between logically possible strings that obey the target language pattern and those that do not.
While characterizing a grammar’s weak generative capacity is a formally simpler problem, it is
still nontrivial (Vapnik 1998, Jain et al. 1999, Johnson 2004).

Furthermore, characterizing such strings is plausibly a first step toward learning the grammar
itself. Research has shown that infants are sensitive to the surface sound patterns of their language
(Friederici and Wessels 1993, Jusczyk et al. 1993). Other research has shown that infants use
language-specific phonotactic knowledge to identify word boundaries in speech (Mattys et al.
1999, Mattys and Jusczyk 2001). This research suggests that infants learn phonotactic patterns
prior to morphophonological alternations. Additionally, phonological learning models have been
proposed in which prior phonotactic knowledge helps the learning of alternations (Albright and
Hayes 2002, Hayes 2004, Prince and Tesar 2004, Pater and Tessier 2006).

3.2 Patterns Are Functions

Phonotactic patterns are the rules and constraints that determine the well-formedness of logically
possible words (Chomsky and Halle 1965, 1968, Halle 1978, Goldsmith 1994, Heinz 2007, Hayes
and Wilson 2008). Therefore, phonotactic patterns can be conceived as functions that map logically
possible words to values. Under a categorical phonotactic model, these values could be �0,1� for
‘‘ill formed’’ or ‘‘well formed,’’ respectively. On the other hand, under a gradient phonotactic
model, these values might be the real interval [0,1], where 1 is interpreted as ‘‘most well formed’’
and 0 as ‘‘least well formed’’ and the intermediate values indicate intermediate levels of well-
formedness.

For example, if we model the phonotactics of English as a categorical function, then we
might require English (slem)�1, but English (srem)�0 and English (pzar+k)�0. This function
models the observation that English speakers, despite having the same amount of experience with
these three hypothetical words (that is to say, no experience), recognize slem to be a possible
word of English, but neither srem nor pzar+k. However, if we model English as a gradient function,
then the model can make additional distinctions between logically possible words (Albright and
Hayes 2003), and accordingly we may desire our function to have the property that English (slem)
� English (srem) � English (pzar+k).

Putting aside the gradient/categorical distinction for a moment, one may consider the function
English to be some composition of several other phonotactic functions, which pick out the particu-
lar phonotactic problems in logically possible strings. For example, English may be composed
partly from the function *pz, which maps all logically possible words containing a pz sequence
to a value less than logically possible words without this sequence. As a categorical function,
*pz maps slem and srem to 1, and pzar+k and pzapza to 0. As a gradient function, *pz could map
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slem and srem to 1, pzar+k to 0.1, and pzapza to 0.01. The idea that the whole phonotactic function
is a composition of other, simpler phonotactic functions is a common idea in generative phonology.
For example, it is explicitly expressed in OT (Prince and Smolensky 1993, 2004) as markedness
constraints.

Returning to Navajo, whether or not a word is well formed is determined in part by a particular
phonotactic constraint that penalizes logically possible words with sibilants with different values
of the feature [anterior]. Unlike *pz, these patterns are usually written with ellipsis points:
*s . . . +. This notation is meant to indicate a function that maps logically possible strings that
contain [s] followed somewhere by [+]—no matter what intervenes, or how much—to a lesser
value than logically possible strings that do not contain two such segments. For example, as a
categorical function, *s . . . + would map sotos and to+oto+ to 1, soto+ and soto+otoso+ to 0. As a
gradient function, *s . . . + might map sotos to 1, soto+ to 0.1, and soto+otoso+ to 0.01.

3.3 Properties of Phonotactic Patterns

When we consider phonotactic patterns as functions, it is natural to ask what kind of function
they are. We want to know, out of all the logically possible functions mapping strings to values,
what properties make a function a phonological one. Additionally, from the perspective of formal
learning theories, we are interested in knowing the contribution these properties can make to
learning.

One property of phonological functions for which there is a consensus in generative phonol-
ogy is that they operate over featural representations. In other words, one better captures the
constraint of Navajo with the function suggested by the notation *[�anterior] . . . [��anterior].
The � notation has the advantage of reducing two statements to one. More importantly, the feature
[anterior] has the advantage that it allows us to capture in a single statement all the sounds, and
only those sounds, that pattern together the same way in Navajo, and to link that behavior to the
position of the tongue tip in the oral cavity.

However, it remains unclear what role featural representations play in learning and generaliza-
tion. On the one hand, they allow for succinct statements as stated above. On the other hand,
they provide languages with a phonological alphabet (Calabrese 1988), whose elements each have
a unique featural representation. Consequently, learning procedures that generalize over featural
representations have a much larger search space than those that make generalizations over seg-
ments. Although one recent study suggests that the larger search space can be effectively searched
in the case of English onsets (Hayes and Wilson 2008), another suggests that both featural and
segmental representations play a role in phonological learning (Albright 2009). For reasons dis-
cussed below, I stick to segmental representations, while acknowledging that featural representa-
tions and feature-based generalization constitute an important area of continuing and future re-
search (see also section 7.1).

There is another property of phonological functions around which a consensus may be form-
ing. Recently, there has been some discussion in the field of phonology whether phonotactic
patterns are best understood as categorical or gradient functions, with a number of researchers
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arguing in favor of gradience (Coleman and Pierrehumbert 1997, Coetzee 2008, Hayes and Wilson
2008). From the perspective of learning theory, whether the co-domain is real or categorical
matters little to learnability (Vapnik 1998, de la Higuera 2010).9

This article has very little, if anything, to say about whether phonotactic patterns are categori-
cal or gradient, nor anything to say about the appropriate use of phonological features in generaliza-
tion. Instead, it examines other aspects of the nature of phonotactic functions that are orthogonal
to the properties mentioned above.

Consider this: regardless of whether we state the constraint as *s . . . + or as *[�anterior] . . .
[��anterior], and regardless of whether or not the constraint is categorical or gradient, the fact
remains that the quality of some sound in a word depends on the quality of another sound that
may be arbitrarily far from it. On the other hand, with constraints like *pz, the quality of some
sound in a word depends on the quality of an immediately adjacent sound. Again, this fact is
independent of whether *pz is gradient or categorical, or makes use of phonological features in
its definition. In other words, the functions *pz and *s . . . + are very different in nature regardless
of whether we treat them as gradient or categorical, or whether we define them in terms of
phonological features. Properties like ‘‘is gradient’’ or ‘‘is defined in terms of phonological
features’’ do nothing to distinguish these functions, and therefore say nothing about some of their
essential properties.

What kind of property could distinguish between *pz and *s . . . +? The Chomsky hierarchy
(figure 1), which classifies functions according to the kinds of rewrite grammars that can define
them (Chomsky 1956, 1959), provides some possibilities.10 The finite languages are properly
included by the regular languages, which are properly included by the context-free languages,
which are properly included by the context-sensitive languages.11 Uncontroversially, whether a
function is gradient, is categorical, or makes use of phonological features has zero impact on its
place in the hierarchy.

To illustrate, students of formal language theory learn that the pattern anbn represents the
set of strings in (8), where � indicates the unique string of length 0 (the ‘‘empty’’ string).

(8) ��, ab, aabb, aaabbb, . . . �

This set is essentially the same as a categorical function that maps the strings in (8) to 1 and
logically possible strings not in (8) to 0.12 Interestingly, there is no regular (i.e., right-branching)

9 Space does not permit discussion, but Horning’s (1969) results and work that supersedes Horning’s (Osherson,
Weinstein, and Stob 1986, Angluin 1988) are about whether the sequence of data presented to the learner has specific
properties. In fact, Gold (1967) presents a similar result. See the discussion in Heinz and Riggle, to appear.

10 It is typically said that the Chomsky hierarchy classifies languages, or patterns, as opposed to functions, but
patterns are functions. See footnote 12.

11 These regions can be defined in terms other than rewrite grammars. One common way to define them is in
automata-theoretic terms; see Hopcroft, Motwani, and Ullman 2001 or Kracht 2003.

12 Generally, any set can be conceived as a categorical function and vice versa. The characteristic function, also
called the indicator function, of the set suffices. Let S be any set. The indicator function fS(x) is 1 iff x � S and 0
otherwise.
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rewrite grammar that generates the set in (8), but there is a context-free rewrite grammar that
generates it, shown in table 1. Although the textbook example is categorical, it is easy to make
any rewrite grammar gradient by assigning probabilities to the rules of the grammar (for details
see, for example, Roark and Sproat 2007 or Kornai 2007). No amount of gradience can make
the function recognizing anbn regular. Likewise, replacing a and b with features indicating some
natural class does not change this fact. The property ‘‘is context-free’’ is completely orthogonal.

The constraints *pz and *s . . . +, unlike the pattern anbn, are regular. The property ‘‘is
regular,’’ like ‘‘is context-free,’’ is a property independent of gradience, categoricality, or the
use of phonological features. Regular patterns are those that can be described with right-branching

Table 1
Categorical and gradient context-free
grammars for anbn

Categorical Gradient

S N � S N � (0.5)
S N aSb S N aSb (0.5)

Finite Regular Context-free

Yoruba copying
(Kobele 2006)Swiss German

crossing dependencies
(Shieber 1985)

English nested
embedding
(Chomsky 1956)

Navajo sibilant harmony
(Sapir and Hoijer 1967)

Pintupi stress
(Hansen and Hansen 1969)

Yawelmani Yokuts
consonant clusters
(Kisseberth 1970)

Context-
sensitive

Mildly
context-
sensitive

Figure 1
The Chomsky hierarchy
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rewrite grammars, or equivalently, with finite-state automata.13 Right-branching rewrite grammars
are those in which the right-hand side of every production rule either has the form xC (x an
alphabetic symbol and C a category) or is the empty string �.

Table 2 shows regular rewrite grammars for *pz and *s . . . +. It is easy to verify, for example,
that the grammar for *pz accepts all and only those strings with no pz sequence in them. It cannot
accept any string with a pz sequence because in order to generate the symbol p, the grammar
must then use a production rule whose left-hand side consists of A. But no such rule generates
the symbol z, so the grammar rejects all strings with a pz sequence. The rewrite grammar for
*s . . . + is more complex (it has more rules and one more category), but it is still regular.14 It is
worthwhile to convince oneself that this grammar also generates all and only those strings that
do not contain both s and + (no matter how far apart they are in a word). To conclude, properties
like ‘‘is regular’’ can distinguish between functions like *pz and *s . . . + on the one hand and
anbn on the other (since no right-branching rewrite grammar can describe anbn), but properties
like ‘‘is gradient’’ or ‘‘is described with phonological features’’ cannot.

Much attention has been drawn to the fact that syntactic patterns are at least context free,
even context sensitive (Chomsky 1956, 1959, Shieber 1985, Kobele 2006) (see figure 1). Although
it has been known for over thirty-five years, less attention has been paid to the fact that phonologi-
cal patterns are overwhelmingly regular (Johnson 1972, Koskenniemi 1983, Ellison 1994, Kaplan
and Kay 1994, Eisner 1997, Albro 1998, 2005, Frank and Satta 1998, Karttunen 1998, Gerdemann
and van Noord 2000, Riggle 2004, Heinz 2007, 2009).15 In other words, although sentence well-
formedness patterns seem to necessitate (mildly) context-sensitive computations over words, word
well-formedness seems only to require regular computations over individual sounds.16 For exam-
ple, to my knowledge, no one has described any phonotactic pattern that remotely resembles anbn.

Table 2
Rewrite-grammar representations of *pz and *s . . . +

*pz *s . . . +

S N vS S N � S N cS B N cB
S N cS A N � S N vS B N vB
S N zS S N sA B N +B
S N pA S N +B

A N cS A N cA S N �
A N vS A N vA A N �
A N pA A N sA B N �

v � any vowel v � any vowel
c � any consonant except �p, z� c � any consonant except �s, +�

13 See Kracht 2003:chap. 2 for additional characterizations of regular sets.
14 The rewrite grammar in table 2 describes both *s . . . + and *+ . . . s.
15 For dissenting views, see Barton, Berwick, and Ristad 1987 and Reiss 2009.
16 The notable exception to this is reduplication, which is arguably a morphological process (Inkelas and Zoll 2005).

However, there are finite-state approaches to reduplication (Roark and Sproat 2007).
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On the other hand, cooccurrence restrictions like *pz are commonplace, as are long-distance
patterns like consonantal harmony. These patterns are all regular (as shown in section 4).

Although the property ‘‘is regular’’ appears to be sufficient to distinguish phonotactic patterns
from syntactic patterns, in many ways it is insufficient as a characterization of phonotactic patterns
in general. In the first place, being regular does not distinguish *pz from *s . . . +, as they are
both regular. Also, even though all phonotactic patterns are regular, there are many regular patterns
that make for unattested and unnatural phonotactic patterns. For example, the pattern that requires
a string to have an even number of consonants and an even number of vowels, regardless of their
order, is a regular pattern. Words like baba, bbaa, aabb, baab are all well formed according to
this pattern, unlike words like baa, aba, ababa, bba. So the property ‘‘is regular’’ is not a sufficient
condition to make a pattern a phonotactic one. Finally, there is another sense in which the property
‘‘is regular’’ is insufficient. The property ‘‘is regular’’ characterizes a class of languages too
large and unstructured for a learner to exactly acquire a regular language from positive evidence
only (Gold 1967). The learning issues are discussed in section 6.

To summarize this section: While we are ultimately interested in all properties of phonological
functions, featural representations and properties like gradience are irrelevant to the place of
functions in the Chomsky hierarchy, which classifies functions according to other kinds of proper-
ties. Far from being tangential to the concerns of phonologists, these other kinds of properties
are as central to the pursuits of phonological theory as these others, if not more so. Knowing
whether a function is gradient or categorical tells us little about its nature. It tells us nothing about
whether a function picks out a cooccurrence restriction like *pz, a long-distance dependency like
*s . . . +, or a more complex function like *anbn. The same is true for featural representations.
One question this article answers is what property determines whether a pattern is like *pz or
like *s . . . +. In both cases, the notion of order matters, but in the latter case, the notion of distance
does not.

Because the gradient/categorical distinction and the issue of phonological features are orthog-
onal to this fundamental aspect of the long-distance patterns investigated here, the main exposition
of this article treats these patterns as categorical. Similarly, the description of the learner in section
6 makes no mention of phonological features. These expositional choices are intended to focus
attention on the properties this article claims make phonotactic patterns long-distance and learnable
from surface forms alone. Section 7.1 shows how the basic ideas are compatible with gradient
functions that make reference to features. Some may argue that stripping away important properties
of phonotactic patterns such as gradience and features is misleading or unhelpful, but in fact the
opposite is true. By factoring the problem down to its essentials, one sees it for what it is.

4 Long-Distance Phonotactics and the Subregular Hierarchy

This section makes clear the importance of order and the relative unimportance of distance in
attested LDP patterns. Together these properties define precedence, which is at the heart of the
learning proposal. These properties are revealed through discussion of specific examples of pat-
terns relevant to the discussion of LDP. These patterns are cooccurrence restrictions like *pz,
spreading patterns, symmetric LDP, asymmetric LDP, LDP with blocking, and LDP derived from
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long-distance dissimilation. These six patterns are introduced now so that it is later clear which
patterns the learner can acquire and which it cannot.

These six patterns are presented in the context of the subregular hierarchy, which—like the
Chomsky hierarchy—organizes functions according to independently converging measures of
complexity (McNaughton and Papert 1971). Rogers and Pullum (to appear) provide an accessible
introduction to the subregular hierarchy and make the case that it provides fertile ground for
investigating the auditory pattern recognition abilities of different species.

A diagram of the hierarchy with the locations of the relevant patterns is given in figure 2.
The three main classes are the strictly k-local languages, the locally testable languages, and the
noncounting languages.

4.1 Cooccurrence Restrictions

Cooccurrence restrictions are patterns that assign lower well-formedness values to logically possi-
ble words that contain some illegal contiguous sequence than to those logically possible words
that contain no instances of the illegal contiguous sequence. For example, the categorical function
*pz assigns a value of ‘‘well formed’’ to all the words in (9) since they have no pz sequence,
and ‘‘ill formed’’ to all other words.

(9) �kip, slem, srem, t, p, ppppp, . . . �

Cooccurrence restrictions belong to the lowest class in the subregular hierarchy, which are called
the strictly k-local patterns.17 Basically, a strictly k-local pattern is one in which word well-

Spreading

Symmetric LDP
Asymmetric LDP

LDP with blocking

Strictly local Locally testable

Cooccurrence
restrictions

LDP derived from LDD

RegularNoncounting

Figure 2
The subregular hierarchy

17 This class is also called locally k-testable in the strict sense (McNaughton and Papert 1971).
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formedness can be determined by considering whether contiguous substrings of length k are well
formed. Such substrings are called k-factors in formal language theory.18

For example, the 2-factors of pzar+k are �pz, za, ar, r+, +k�. If these are all allowed, then
pzar+k is well formed. On the other hand, if pz is not on the list of allowable 2-factors, then pzar+k
is ill formed. Here is another example: if the allowable 2-factors are �ab, bb, ba�, then the pattern
consists of all words ‘‘constructable’’ from those 2-factors, like those shown in (10).

(10) �ab, bb, ba, abb, abba, bba, bbb, . . . �

Every string occurs in (10) except those that contain the 2-factor aa (or any other 2-factor not
in the allowable list). Since *pz can be described by a list that includes all 2-factors except for
pz, it is a strictly 2-local pattern.19

In terms of phonotactics, this means that a phonotactic pattern is strictly k-local if the well-
formedness of a word can be determined solely by checking whether the substrings of length k
are allowable. The constraint *CCC (Kisseberth 1970) is a strictly 3-local pattern. Many phonotac-
tic patterns are strictly k-local, though there is some question as to the upper bound of k (see
Heinz 2007, Hayes and Wilson 2008 for related discussion).

If there is a k such that a pattern is strictly k-local, it is said to be strictly local. It can be
shown that if a pattern is strictly k-local, it is also strictly (k � 1)-local (McNaughton and Papert
1971). Thus, there is an infinite hierarchy of strictly local patterns, beginning with strictly 1-local
patterns and going all the way up.

Readers familiar with the field of natural language processing may recognize that strictly k-
local grammars are similar to n-gram grammars (the n-gram is a contiguous subsequence of length
n; i.e., a k-factor where k � n). They are in fact the same, the difference being that n-gram
grammars typically represent probability distributions over all possible words (i.e., are gradient
functions), whereas strictly k-local ones are categorical. Often n-gram grammars are given as
charts like the one in table 3. The probability of a string is determined by multiplying probabilities
associated with each of the n-grams in a word. We can also represent a strictly k-local grammar
in this way, where the weights are now just �0,1� since the grammar is categorical.

If k is known in advance, strictly k-local patterns are learnable by a very simple kind of
learner (Garcia, Vidal, and Oncina 1990, Heinz 2007). The procedure is very similar to the training
of n-gram models employed in natural language processing tasks (Manning and Schütze 1999,
Jurafsky and Martin 2000). Essentially, these algorithms keep track of the observed k-factors (or

18 Technically, the strictly k-local languages are allowed to specify particular k � 1 factors at the left and right
edges of the word (essentially the same as considering word boundaries as part of the word). This detail is ignored here
for easier exposition.

19 Technically, for some alphabet �, we let a grammar G be some subset of �2. The language of the grammar L(G)
is defined as the set �w : the k-factors of w are a subset of G�. It is logically equivalent to define the grammar as a list
of prohibited k-factors, in which case the language of the grammar consists of all words whose k-factors are not found
in this grammar. The choice made here is an expositional one, which hopefully makes it easier to understand the proposed
learner. See section 6.2 for further discussion.
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n-grams) in the linguistic environment (e.g., corpus). These learners are guaranteed to succeed
provided the linguistic experience is sufficient (Garcia, Vidal, and Oncina 1990, Heinz 2007).
For example, if the first word a categorical learner encounters is the word abba, the learner can
infer that the grammar includes the 2-factors �ab, bb, ba� and hence generalizes to the language
given in (10). The precedence learner discussed in section 6 is very similar.

4.2 Symmetric Long-Distance Phonotactics

Navajo sibilant harmony is an example of symmetric LDP. Recall that in Navajo, a word is not
well formed if it contains sibilants that disagree in the feature [anterior]. The words in (11a–b)
obey this pattern; the words in (11c–d) do not.

(11) a. +ite�Ç ‘they (dual) are lying’ c. *+ite�z
b. dasdo�lis ‘he (4th) has his foot raised’ d. *dasdo�li+

Descriptively, this kind of pattern can be expressed with the following two statements (I forego
the [�] notation to contrast Navajo with Sarcee below):

(12) 1. [�anterior] sibilants never precede [�anterior] sibilants.
2. [�anterior] sibilants never precede [�anterior] sibilants.

Thus, hypothetical words such as sotos and +oto+ are possible words of Navajo. On the other
hand, words like +otos and soto+ are not possible words of Navajo. This pattern is symmetric
because both statements in (12) are required to describe the pattern in full.

Long-distance phonotactic patterns like symmetric LDP are not strictly local for any k. This
is because the material that separates the agreeing segments can be arbitrarily long, and therefore
longer than k. Symmetric LDP patterns belong to the next rung in the subregular hierarchy, the
locally testable class.

A locally k-testable pattern is one that can be obtained under the Boolean closure of the
strictly k-local class.20 It turns out that a pattern is locally k-testable if and only if it is possible

Table 3
n-gram and strictly k-local grammars

n-gram grammar Strictly k-local grammar

p z . . . a p z . . . a

p 0.25 0.01 0.25 p 1 0 1
z 0.25 0.25 0.25 z 1 1 1

..

. ... ..
. ...

a 0.25 0.25 0.25 a 1 1 1

20 Thus, any strictly k-local pattern is also locally k-testable, but not vice versa.
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to decide whether a word obeys the pattern simply by considering whether the set of k-factors
making up the word is allowable. Consequently, any locally 2-testable pattern either includes
both fifizt and fififizt or excludes both (since they have the same set of k-factors: � fi, if, iz, zt�).
Unlike strictly k-local languages, however, a locally k-testable pattern may include a word like
rakt but exclude a word like rak since the two words have different sets of k-factors. (A strictly
k-local language that includes rakt must allow k-factors �ra, ak, kt� and therefore must also include
rak.)

Symmetric LDP patterns like Navajo are locally 1-testable. This is because in order to decide
whether a hypothetical word is a well-formed word of Navajo, one need only consider the set of
1-factors, that is, the set of segments that make up the word. If this set of segments contains two
sibilants with different values of [anterior], then the word is not well formed in Navajo (e.g.,
soto+ yields �s, t, o, + �). If all the sibilants in the set agree in [anterior], then it passes the sibilant
harmony test for Navajo well-formedness (e.g., sotos yields �s, t, o�). In a sense, we consider
every segment in the word as being adjacent to every other segment—the distance between the
segments does not matter at all.

Any locally k-testable language is also locally (k � 1)-testable but not vice versa (McNaugh-
ton and Papert 1971). It follows that there is an infinite hierarchy of locally k-testable languages.
If there is a k such that a pattern is locally k-testable, it is said to be locally testable.

Also, for fixed k, locally k-testable patterns are learnable by a very simple learner, provided
again the linguistic environment is sufficient. The learner simply keeps track of the sets of k-
factors found in well-formed strings in the learning environment. In other words, the row headings
in a chart like those in table 3 would be subsets of the alphabet. Because of the (much) larger
hypothesis space,21 such learners are not efficient. In fact, there are no efficient learners for this
hypothesis space (José Sempere, pers. comm.).

4.3 Asymmetric Long-Distance Phonotactics

Another Athabaskan language provides a useful example of asymmetric LDP. Sarcee, like Navajo,
has a sibilant harmony pattern. However, unlike the Navajo pattern, in Sarcee only the [�anterior]
sibilants are ‘‘active’’ (Cook 1978a,b, 1984). In terms of LDA, this means that only the [�anterior]
sibilants regressively change the [�anterior] sibilants (in the underlying form) to [�anterior]
sibilants (in the surface form). But the reverse never happens, yielding surface forms like the
ones in (6). Descriptively, we can describe the phonotactic pattern as follows:

(13) 1. [�anterior] sibilants never precede [�anterior] sibilants.

Stated this way, the asymmetric LDP pattern is clearly just ‘‘one-half’’ of the symmetric LDP
pattern of Navajo. Table 4 summarizes Navajo and Sarcee LDP.

Asymmetric LDP patterns are not locally testable, for any k. Intuitively, this is because the
kind of test above for Navajo will not work for Sarcee. The hypothetical words +otos and soto+

21 There are 2|A| subsets of a set A.
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have the same set of 1-factors �s, t, o, + �, but only +otos is well formed. To determine whether a
word is well formed in Sarcee, it is important to know something about the order of the sibilants.

The noncounting class is formed by closing the locally testable patterns under concatenation
and Boolean operations. McNaughton and Papert (1971) show that a pattern is noncounting if
there is a number n such that for all strings u, v, w, if uvnw occurs in L, then uvn�1w occurs in
L as well.22 It turns out that all locally testable languages are noncounting but not vice versa
(McNaughton and Papert 1971).

Asymmetric LDP patterns are noncounting patterns. An example of a logically possible,
unattested, regular phonotactic pattern that is not noncounting is one in which well-formed words
must have an even number of vowels.

4.4 Spreading

Under the hypothesis of Strict Locality (Gafos 1999), all cases of LDA are reduced to spreading
operations. Spreading patterns, like the nasal spreading pattern of the Johore dialect of Malay
(mentioned in section 2) are strictly 2-local. It is possible to determine whether a word like
[pe√ãw̃ãsan] ‘supervision’ obeys the nasal spreading rule by simply checking that each 2-factor
in the word is allowed. Since each member of the set �pe, e√, √ã, ãw̃, w̃ã, ãs, sa, an� is permissible
in the language, this word is well formed. On the other hand, a hypothetical word like [pe√awasan]
is not well formed in the language since the 2-factor √a is not permitted. Note that, in this simple
model, the fact that voiceless obstruents block the spreading of nasality is captured, in part, by
allowing the 2-factors �ãs, sa�.

Under the hypothesis of Strict Locality, it follows that there are no cases of ‘‘real’’ LDP,
since the sibilant harmony phonotactic can be described with a strictly 2-local language. It is an
interesting coincidence that Gafos’s term Strict Locality matches the formal language theory term
so well. Gafos’s hypothesis of Strict Locality solves the problem of long-distance phonotactics
by eliminating them entirely. They do not exist, as all such patterns are actually strictly 2-local.
Furthermore, under this hypothesis, if one looks carefully enough, one ought to be able to detect
the [anterior] feature on the intervening segments (Gafos 1999). (See also Gordon 1999, Nı́
Chiosáin and Padgett 2001, Gafos and Benus 2003, and Gick et al. 2006.)

Table 4
Symmetric and asymmetric LDP

Hypothetical Navajo Sarcee
word (symmetric LDP) (asymmetric LDP)

sotos � �
+oto+ � �
+otos x �
soto+ x x

22 This class goes by many names; others that may be familiar include locally testable with order and star-free.
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This hypothesis is contrary to the one offered by Hansson (2001) and Rose and Walker
(2004), who maintain that the agreement is genuinely long-distance, without the support of inter-
vening segments overtly carrying the relevant feature. From the vantage point offered by the
subregular hierarchy, one sees this debate is partly about how complex phonological patterns are,
with Gafos on the side of ‘‘simpler’’ and Hansson and Rose and Walker on the side of ‘‘more
complex.’’

4.5 Long-Distance Phonotactics with Blocking

On the basis of their typological studies, Hansson (2001) and Rose and Walker (2004) indepen-
dently arrive at the same conclusion: LDA with blocking is unattested. This feature of the typology
carries over to LDP. In other words, LDP patterns derived from LDA patterns, like the LDA
patterns themselves, do not exhibit blocking patterns. To see this, consider what an LDP pattern
with blocking would look like.

Imagine a language such that voiceless sibilants must agree in the feature [anterior] unless
there is a voiced sibilant intervening between two disagreeing voiceless sibilants. For example,
like Navajo, this language permits words like sotos and +oto+ and prohibits words like +otos and
soto+. In other words, the constraints *s . . . + and *+ . . . s appear to be in effect. However, unlike
Navajo, this language also permits words like sozto+ and +otozos because the voiced sibilant blocks
the agreement. Informally, we might write the constraints as *s . . . + (z) and *+ . . . s (z), where
the symbol in parentheses indicates a blocking element. Table 5 provides some additional examples
of well-formed and ill-formed words according to this pattern.

Where does this pattern fall within the subregular hierarchy? Like asymmetric LDP, it is
noncounting. Similarly to Sarcee, a word like sozo+ obeys the LDA-with-blocking pattern above
but +osoz does not. Yet they have the same set of 1-factors, � +, s, o, z�. Generally, for any k, we
can find two words—one that obeys the pattern and one that does not—that have the same set
of k-factors. Consequently, this pattern cannot be locally testable and is in fact noncounting.

4.6 Long-Distance Phonotactics Derived from Long-Distance Dissimilation

Both Hansson (2001) and Rose and Walker (2004) also deliberately exclude long-distance dissimi-
lation (LDD) from their studies (see Hansson 2001:5–6). This leaves open the question whether
LDP derived from LDA differs in any significant way from LDP derived from LDD.

Table 5
Well- and ill-formed words of a
hypothetical LDP-with-blocking pattern

Well-formed words Ill-formed words

+oto+ *+otos
sotos *soto+
+ozos *+osozos
sosozo+ *so+osozos
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When LDD is translated to a phonotactic pattern, it looks like LDP with blocking.23 Consider
long-distance liquid dissimilation found in Latin (Jensen 1974, Odden 1994).24 In Latin, [l] be-
comes [r] if another [l] occurs earlier in the word.25

(14) a. /nav-alis/ nav-alis ‘naval’
b. /episcop-alis/ episcop-alis ‘episcopal’
c. /infiti-alis/ infiti-alis ‘negative’
d. /sol-alis/ sol-aris ‘solar’
e. /lun-alis/ lun-aris ‘lunar’
f. /milit-alis/ milit-aris ‘military’

However, the rule does not apply if an [r] intervenes.

(15) a. /flor-alis/ flor-alis ‘floral’ *flor-aris
b. /sepulkr-alis/ sepulkr-alis ‘funereal’ *sepulkr-aris
c. /litor-alis/ litor-alis ‘of the shore’ *litor-aris

It is possible to interpret the behavior of the suffix as a response to the phonotactic constraint
(16).

(16) In well-formed words, [l]s never precede [l]s unless [r] intervenes.

Stated this way, LDD looks similar to hypothetical LDP with blocking, discussed in section 4.5.
In the informal notation used here, we could abbreviate (16) as *l . . . l (r). Like the hypothetical
case above, this pattern is noncounting.

There is another interpretation of the data. Perhaps the constraints in Latin include both
*r . . . r and *l . . . l, and a form like flor-alis ‘floral’ is the optimal form even though it violates
*l . . . l. Such an analysis requires one to explain why no modification results in an improvement.
A partial answer might be found in that *flor-aris violates *r . . . r.

It is striking that LDP derived from LDA differs significantly from LDP derived from LDD.
In the former case, blocking effects are absent and the generalizations are exceptionless. In the
latter case, either there are regular exceptions to the generalization, or the generalization must be
stated as a kind of blocking pattern. This article offers no account of long-distance phonotactic
patterns with blocking. For more on this issue, see section 6.3.

4.7 The Typology of Long-Distance Phonotactics

Classifying the phonotactic patterns above in terms of the subregular hierarchy is revealing. First,
it makes concrete the aspect of LDP that ignores distance (recall the Navajo test above). Also,
it reveals a significant difference between symmetric and asymmetric LDP, the relevance of order.
Third, it shows the typological characteristics of LDA described in (4) and (5), transfer to the

23 Thanks to Alan Yu for bringing cases like this to my attention.
24 See Suzuki 1998 for many other cases of LDD.
25 A reviewer points out some exceptions, such as fili-alis ‘filial’ and glute-alis ‘gluteal’.
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domain of phonotactics. Fourth, it shows that the debate about locality in phonology is partly a
debate about the computational complexity of phonological patterns. Fifth, it reveals that phonotac-
tic patterns obtained from long-distance dissimilation patterns may be a kind of LDP with blocking.
Sixth, the subregular hierarchy is not fine-grained enough to distinguish between robustly attested
asymmetric LDP, unattested LDP with blocking, and rarely attested LDD, all of which are non-
counting patterns.

5 Precedence Grammars and Languages

This section introduces a class of formal languages I call precedence languages, which properly
include symmetric and asymmetric LDP to the exclusion of LDP-with-blocking patterns. Thus,
this class closely approximates the attested patterns. Precedence languages are those languages
that can be generated by a certain kind of grammar, called a precedence grammar. Precedence
grammars underlie models of reading comprehension (Whitney and Berndt 1999, Whitney 2001,
Grainger and Whitney 2004, Schoonbaert and Grainger 2004) and some models of text classifica-
tion (Shawe-Taylor and Cristianini 2005:chap. 11), though to my knowledge, apart from Heinz
2007 and Rogers et al., to appear, this is the first time they have been made explicit. Rogers et
al. refer to this class as the strictly 2-piecewise languages, because they are precisely analogous
to the strictly 2-local languages. Rogers et al. show that the strictly piecewise patterns form the
basis of another subregular hierarchy with multiple independent, converging characterizations.

The driving concept behind precedence grammars is that order matters, but not distance. To
see this clearly, reconsider the sibilant harmony pattern of Navajo.

(17) In well-formed words, sibilants must agree in the feature [anterior].

As mentioned in section 4.2, (17) can be translated into the following two statements:

(18) 1. [�anterior] sibilants never precede [�anterior] sibilants.
2. [�anterior] sibilants never precede [�anterior] sibilants.

These two statements can be made into a longer, even more explicit list.

(19) [s] can be preceded by [s].
[s] can be preceded by [t].
. . .
[t] can be preceded by [s].
. . .
[+] can be preceded by [+].
[+] can be preceded by [t].
. . .

The crucial features of the list in (19) are that (a) it is finite and (b) it contains no statements
where a [�anterior] sibilant precedes a [��anterior] sibilant.

The list in (19) is a precedence grammar. A precedence grammar is a list of the allowable
precedence relations in a language. The precedence relations in a word w are the pairs of segments
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xy that make the statement ‘‘x precedes y in w’’ true. The language of a precedence grammar G
consists of all words w such that the precedence relations in w are also in G.26

For example, consider the precedence grammar in table 6. The language of this grammar
includes a word like sotos because the precedence relations present in the word sotos—that is,
each pair of �so, st, ss, ot, os, to, ts�—is in the grammar. Similarly, it can be seen that the language
of G includes +oto+. However, a word like +otos does not belong to the language of G since the
precedence relation +s is not in G. Essentially, the precedence grammar G encodes a fragment of
the Navajo grammar in (18), where the only sibilants are s and +.

The exercise above is familiar. It is the same kind of process used to determine whether a
pattern is strictly 2-local. There, one checks the 2-factors of a word against some allowable list.
The allowable list is essentially the grammar of the strictly 2-local language. Here, instead of
checking the 2-factors of the word against some list, one checks the precedence relations in the
word.

One might wonder if the grammar could be described more compactly if instead of statements
like ‘‘x can be preceded by y’’ the grammar included statements like ‘‘x cannot be preceded by
y,’’ and if languages were defined to be all and only those words whose precedence relations
were not in the grammar. For the attested cases under consideration, such grammars would be
smaller to state. However, with respect to the kinds of languages that can be defined one way or
the other, the two ways are equivalent. Since expressivity is the focus here, and since the first
way makes the learning procedure in section 6 easier to describe, the discussion continues with
the above definitions.

The example in (19) shows that symmetric LDP can be described with precedence grammars.
It is easy to see that precedence grammars can also describe asymmetric patterns. Adding the
precedence relation +s to the grammar in (19), for example, defines a grammar that is essentially
a fragment of Sarcee. This is because this language accepts, like Sarcee, words in which [s]
follows [+], but it continues to prohibit [+] following [s].27

It is also easy to see that no LDP-with-blocking pattern is a precedence language. This is
simply because precedence grammars admit no concept of blocking. If a language like the hypo-
thetical language in section 4.5 contains the word sozo+, then the precedence grammar must

A precedence grammar for a fragment of Navajo
ss st so

++ +t +o
G

ts t+ tt to
os o+ ot oo

Table 6

26 Formally, for some alphabet �, we let a grammar G be some subset of �2 (the allowable precedence relations).
Then the language of the grammar L(G) is defined as the set �w : the precedence relations of w are a subset of G�. Note
the similarity to the formal definition of strictly 2-local languages. See footnote 19.

27 The asymmetric property of precedence relations is discussed in Raimy 2000 and Reiss and Mailhot 2007.
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include the precedence relations s+, so, o+. Hence, this language must also include the word so+

and cannot be the hypothetical pattern discussed in section 4.5.28

It follows that long-distance phonotactic patterns derivable from long-distance dissimilation
patterns are also not describable with precedence grammars. This is true, and it remains an open
question how precedence grammars can be generalized to include such patterns.

As shown in figure 3, precedence languages carve out a small region that crosscuts the
subregular hierarchy. For details about their properties and the piecewise subregular hierarchy,
see Rogers et al., to appear.

6 Learning Long-Distance Phonotactics

This section introduces the learning mechanism that acquires LDP patterns, of the kind found in
Navajo and Sarcee, from finitely many examples. This learner is evaluated in the Gold (1967)
learning framework known as exact identification in the limit from positive data, and it is shown
that this learner provably learns the precedence languages in this framework. The Gold framework
is chosen because it focuses attention on generalization. As discussed later, the way the learner

Spreading

Symmetric LDP
Asymmetric LDP

LDP with blocking

Strictly local Locally testable

Cooccurrence
restrictions

LDP derived from LDD

RegularNoncounting

Precedence languages

Figure 3
Precedence languages in the subregular hierarchy

28 Extending precedence relations to triples abc, which means ‘‘[a] precedes [b], which precedes [c],’’ does not make
it possible to account for blocking. Consider the word sozo+. While it is true that sz+ is a discontiguous subsequence of
length 3 in this word, so is so+. Consequently, the language of this grammar would also include a word like so+, which
disobeys this LDP-with-blocking pattern.
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generalizes transfers successfully to other learning frameworks, which make different assump-
tions—for example, with respect to the learning environment or the success criteria.

6.1 Learning Patterns

It is useful to make clear the learning framework, schematized in figure 4. The idea is that the
language the learner is trying to learn is generated from some grammar G. The learner, however,
does not hear every element of the language (as it is infinite in size); rather, it hears only some
small finite sample. The learner is a function that maps finite samples to grammars.

The central question of interest is, What is the learner such that language of G′ � language
of G? A learner successfully learns a language L if, upon being presented with ever larger finite
samples from L, the grammars returned by the learning function converge to one that generates
exactly L. See Nowak, Komarova, and Niyogi 2002 for an accessible introduction to this frame-
work and Osherson, Weinstein, and Stob 1986, Jain et al. 1999, Niyogi 2006, and de la Higuera
2010, for more technical introductions.

A central result is that there is no learner for any class of languages that properly includes
all finite languages (Gold 1967). Hence, there is no learner that can learn the regular, context-
free, or context-sensitive language classes. However, classes that crosscut these regions that ex-
clude some finite languages may be identifiable in the limit from positive data provided they
have the right properties (Angluin 1980), and the grammatical inference community has identified
many such classes (de la Higuera 2005, 2010).

One critique of this framework is that the input to the learner is too generous. The learner
is guaranteed to see any finite collection of words from L that it may need.29 Also, the input to
the learner is nonnoisy. For these reasons, the framework does not faithfully resemble the real-
life experience of language-learning humans. This critique is a misunderstanding of the purpose

Learner

Language

of

Sample
Grammar

G

G

Language

Grammar

of G'

G'

Figure 4
The learning framework

29 More precisely, the input to the learner is an infinite text, and every word in L occurs at least once in this text.
The learner must converge to the target language after seeing some finite portion of this text.
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of this framework, which is to illuminate how learners can generalize beyond their finite experience
in the first place (see Nowak, Komarova, and Niyogi 2002 and Johnson 2004 for more discussion).

6.2 Learning Precedence Grammars

This section presents a very simple kind of learner, which can learn precedence languages. This
learner generalizes by making distinctions with respect to precedence but not distance. It follows
that if the properties of the learner are taken to be basic, then the essential properties of the class
follow from the basic design of the learner.

The initial state of the learner’s precedence grammar is empty. All the learner does is record
the precedence relations in observed words. For example, table 7 shows how the grammar grows
when the learner observes the sequence tosos, +oto+, stot. New precedence relations added to the
grammar are given in boldface type. On the basis of these few forms, the learner already generalizes
tremendously. It accepts words like +o+, +tot, and sototos but not words like +tos or soso+. Provided
that the words heard by the learner were generated by a speaker of the grammar given in table
6, which only generates words obeying the sibilant harmony constraint, then there are no words
observable by the learner that could add any precedence relations to the grammar after the last
time step in table 7.

In this way, a learner that records precedence relations observed in the sample identifies the
language of the grammar G in the limit because all the precedence relations in the target grammar
are present in only finitely many forms. In fact, it can be shown that, at each time step, the
precedence learner hypothesizes the smallest precedence language consistent with the sample
observed so far (Heinz 2007). Thus, convergence is guaranteed for any LDP pattern.

The precedence learner closely resembles the learner for strictly 2-local languages, discussed
in section 4.1. In fact, the only difference is that strictly 2-local learners pay attention to immediate

Table 7
Precedence learning: Navajo sibilant harmony

Time Word Precedence relations Grammar

0 �
ss so

1 tosos to, ts, os, oo, so, ss ts to
os oo
ss so

++ +t +o
2 +oto+ +o, +t, ++, ot,oo, o+, to, t+ ts t+ to

os o+ ot oo
ss st so

++ +t +o
3 stot st, so, to, tt, ot ts t+ tt to

os o+ ot oo
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precedence (i.e., 2-factors or contiguity relations), whereas precedence learners pay attention to
general precedence.30 In Heinz 2010, I show that these two learners are specific instances of a
general kind of learning strategy called string extension learning, and Kasprzik and Kötzing
(2010) provide an elegant generalization of string extension learning in terms of lattices.

Finally, let us return to the alternative way to define precedence grammars: as a list of
prohibitive precedence relations. The languages these grammars generate include all and only
those words whose precedence relations are not prohibited by the grammar. Under this construal,
the learning procedure is as follows. The initial state of the grammar is the complete list of
precedence relations. As words are observed, the precedence relations that are present in those
words are removed from the grammar. Although this procedure is different, the learner, as a
function from samples to languages, is the same. For example, with the first word tosos above,
the learner would remove the precedence relations �to, ts, os, oo, ss� from the grammar. Conse-
quently, at this point the language the learner recognizes, like the learner illustrated in table 7,
includes words like sosososos and tooooos. So although there are procedural differences in the
descriptions of these two learners, they are functionally identical.

6.3 Explaining the Absence of Long-Distance Phonotactics with Blocking

Precedence-based learners cannot learn LDP with blocking. This straightforwardly follows from
the observation that precedence learners only acquire precedence grammars, which describe prece-
dence languages, which do not include LDP-with-blocking patterns. However, it is instructive to
run through an example.

Recall the hypothetical LDP-with-blocking pattern from section 4.5. (See table 5 for examples
of well- and ill-formed words from this hypothetical language.)

When exposed to a word from this language such as +ozos, the precedence learner overgeneral-
izes irreparably. This is because the language of the learner’s grammar now includes words like
+os, since +s, +o, os are precedence relations in +ozos and are thus entered as part of the grammar.
There is simply no way for the precedence learner to acquire LDP-with-blocking patterns. As
explained in footnote 28, redefining precedence grammars as sets containing triples (x, y, z) does
solve this problem.

A similar argument shows that LDP derived from LDD patterns are not acquirable by this
learner, either. This is true regardless of whether one describes the phonotactics as a pattern with
blocking or without it. For example, if the phonotactic in Latin is *l . . . l (r), then as described
above the learner will fail. Even if the target constraints are *r . . . r and *l . . . l, the learner fails
because of opaque forms like litor-alis ‘of the shore’ (since the learner will infer that the prece-
dence relation ll is part of the grammar).

The latter scenario suggests one research possibility: if the learner is modified to handle
noise, then perhaps it could acquire *l . . . l in the face of counterexamples like litor-alis ‘of the

30 This similarity has led Grainger and Whitney (2004) to call precedence relations ‘‘open’’ bigrams. The term
precedence relation appears to more transparently reveal the essential nature of the model. The term 2-length subsequence
is perhaps most accurate (Simon 1975, Rogers et al., to appear).
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shore’. If successful, this modification would allow a unified analysis of LDP derived from LDA
and LDP derived from LDD. The difference between the two types comes down to whether their
optimal forms violate a phonotactic constraint or not. In LDP derivable from LDA, optimal forms
do not violate the long-distance phonotactic (e.g., Navajo +ite�Ç ‘they (dual) are lying’ does not
violate either *+ . . . s or *s . . . + ); but in LDP derivable from LDD, optimal forms do (e.g., Latin
litor-alis ‘of the shore’ violates *l . . . l).

Pursuing this line of analysis is outside the scope of this article. However, if nothing else,
the proposal here reveals an interesting difference between LDP patterns derivable from LDA
and LDP patterns derivable from LDD: namely, the former can be identified in the limit from
positive data by precedence learners, and the latter cannot.

Nonetheless, when one’s attention returns to LDP derived from LDA, the conclusion is clear.
If humans generalize in the way suggested by the precedence learner, it explains why such patterns
fail to exhibit blocking effects.

6.4 Efficiency of the Precedence Learner

The learning procedure outlined above, which I call precedence learning, is tractable. This is
because the number of precedence relations in a word is given by a quadratic function in the
length of the word. Furthermore, this function is bounded from above by a constant: the square
of the number of alphabetic symbols. Since computing the precedence relations in a string is
quadratic in the length of the string, learning time is quadratic in the size of the sample.

Additionally, it is also possible to characterize the finite samples that are sufficient for
successful learning. A sample is sufficient provided, for every precedence relation in the target
grammar, there is some word in the sample with this precedence relation. In the example in table
7, �tosos, +oto+, stot� is a sufficient sample since every precedence relation in the grammar in
table 6 is in the sample.

Also, the size of a sufficient sample for a precedence language grows polynomially with the
size of the grammar (see de la Higuera 1997 for some discussion). Note that the sample size is
relatively small. In fact, it is on the order of |�|2, where |�| is the number of symbols in the
alphabet. This is no different from the size of the sample needed to learn strictly 2-local languages.

6.5 Modular Language Learning

The precedence learner cannot learn cooccurrence restrictions like *pz. But it does not have to.
Such constraints can already be learned by a strictly 2-local learner. The proposal here is that
language learning is modular. The complete phonotactic learner consists of (at least) two learning
modules: one for learning cooccurrence restrictions, and one for learning long-distance constraints.

For concreteness, imagine the final phonotactic grammar consisting of a strictly 2-local
grammar and a precedence grammar. How does a complex grammar like this determine word
well-formedness? Ideally, the overall well-formedness of a word would be compositionally related
to the well-formedness score returned by the two subparts of the total grammar. In a categorical
model, perhaps the simplest method is to require a word to be well formed if and only if it is
well formed according to both components of the grammar. This is just the intersection of the
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acquired strictly 2-local language and the precedence language. This is not the only way well-
formedness scores from the component grammars could be composed to determine an overall
score, but I leave such issues as a matter of future research.

6.6 Local Summary

To summarize, learning long-distance phonotactic patterns like the symmetric and asymmetric
ones in Navajo and Sarcee is easy. As is discussed in further detail below, it is easy without a
notion of a sibilant tier, or even a notion of similarity. It is easy because precedence-based learners
do not consider every logically possible nonlocal environment. Although they make distinctions
based on order, precedence-based learners do not distinguish on the basis of distance at all.
Consequently, precedence-based learners cannot learn logically possible nonlocal patterns like
these:

(20) a. If the third segment after a sibilant is a sibilant, they must agree in [anterior].
b. If the second, third, or fifth segment after a sibilant is a sibilant, they must agree

in [anterior].
c. . . .

The fact that these kinds of patterns are all unattested follows directly from how the precedence
learner generalizes. In other words, the generalization strategy proposed here explains the absence
of logically possible counting patterns like those in (20). In addition to failing to learn counting
patterns, precedence-based learners cannot learn LDP-with-blocking patterns. It is striking that
making (and not making) these distinctions is not only sufficiently restrictive for learning to
occur, but also allows both symmetric and asymmetric LDP to be learned.

It is reasonable to conclude that if humans generalize in the way suggested by the precedence
learner, it explains why

1. long-distance consonantal harmony patterns do not count intervening segments,
2. there are symmetric LDP patterns,
3. there are asymmetric LDP patterns, and
4. LDP derivable from LDA exhibit no blocking patterns.

Finally, as a corollary to the above, it follows that LDP patterns are distinct from spreading
patterns, which commonly exhibit blocking effects (which follows from their status as a strictly
2-local type of pattern).

7 Discussion

7.1 Extending Precedence-Based Learning

Throughout this article, I used a categorical model with segmental representations instead of
featural ones. I did so in order to facilitate exposition of the central point: that the notion of
precedence, and the generalizations obtainable from this notion, solves some of the puzzles and
illuminates some of the issues surrounding LDP, and consequently LDA.
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Now, however, the time has come to address these issues, and to show that these assumptions
can be relaxed with little difficulty and are therefore not as problematic as they might initially
seem. The purpose here is not to examine any particular proposal in great detail—that is beyond
the scope of this article, whose main points have already been established. Instead, it only remains
to show that there is every reason to believe that it is possible to extend the precedence-based
learner so that it accommodates similarity and learns gradient grammars.

7.1.1 Learning Gradient Phonotactics There are many ways to make gradient precedence-based
learners. Perhaps the most straightforward way is to estimate the probabilities using the finite-
state structure of precedence languages (Heinz and Rogers 2010).

Another possibility is to plug these patterns into Hayes and Wilson’s (2008) maximum
entropy model. In the same way that this model currently discovers n-gram-style constraints and
assigns them weights, it can do the same for precedence-style constraints.

7.1.2 Phonological Features Precedence grammars stated over featural representations dramati-
cally increase the learner’s search space because there are many more natural classes than segments
(see Hayes and Wilson 2008 for related discussion), potentially making it difficult to make efficient
computations. It remains an open question for the field of computational linguistics and grammati-
cal inference how the structure of the feature system may help a search through this space (see
Albright 2009 and open question #4 in de la Higuera 2006), though Heinz and Koirala (2010)
offer one solution.

Hayes and Wilson’s (2008) approach suggests another way phonological features could be
integrated into precedence learning: their model could just as easily search for prohibitive prece-
dence relations stated over phonological feature bundles in addition to searching for n-gram
constraints.

7.1.3 Learning the Domain of Agreement It was assumed throughout the earlier discussion that
the domain of application of the agreement is known and that the learner receives domain-sized
units. In most cases of LDA, the relevant domain appears to be the word. Only in a few languages
is the domain of application of the agreement smaller than the word (Rose and Walker 2004). Is
it possible to learn both the domain of the phonotactic and the phonotactic simultaneously? Recent
research suggests that phonotactic patterns over words can be obtained when the learning data
consist of utterances without word boundaries (Blanchard and Heinz 2008, Blanchard, Heinz,
and Golinkoff 2010). This suggests that similar techniques could simultaneously learn the phono-
tactics over domains smaller than the word (i.e., syllable or foot) while at the same time determin-
ing what those domains are.

7.2 Similarity

Precedence grammars can describe patterns that require sound x not to follow sound y, where x
and y are dissimilar. Thus, to my knowledge, precedence grammars are the first theory in phonol-
ogy capable of describing LDP patterns without using similarity to license the long-distance
dependency. It follows that in its purest form, precedence-based learning predicts that such patterns
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ought to be learnable, a conclusion that runs counter to the typological observation that LDA
holds between similar sounds (5b).31

The typology as far as I know is sound, but it is interesting to ask whether any grammarians
would even notice, for example, a static pattern in a language like ‘‘No [Ç]s follow [b]s.’’ Certainly,
whether or not adults or children can learn patterns like this is testable in artificial language
experiments (e.g., Chambers, Onishi, and Fisher 2002, Onishi, Chambers, and Fisher 2003, Wilson
2006, Cristià and Seidl 2008).

But even if it is shown (as I expect) that people learn long-distance dependencies between
similar-sounding segments more easily than between dissimilar ones, thus supporting the typologi-
cal character of LDP, this is no reason to reject precedence-based learning. Precedence-based
learners are independent of any particular theory of similarity in phonology, but they are not
incompatible with them.

The simplest proposal is that similarity is an independent filter (possibly with an explanation
in speech planning (Hansson 2001, Rose and Walker 2004)), which further restricts the hypothesis
space. Thus, the only precedence relations that can be omitted from a grammar are those that
meet the similarity criterion (whatever it is). Thus, grammars are not allowed to omit a precedence
relation like zb, but could omit s+ since [z] and [b] are not sufficiently similar, but [s] and [+]
are.

This idea can be implemented either categorically, as outlined above, or gradiently. One
possibility is to set the priors in a Bayesian learning model to favor similar-sounding pairs of
segments. In this manner, not only does the model operate over the precedence-based hypothesis
space, it can be substantially biased toward patterns that are phonetically motivated (Wilson 2006).

In short, there is every reason to be optimistic that a theory that accommodates all of the
typological features in (4) and (5) can be developed. Finally, in my opinion, it is an advantage
of the approach taken here that similarity is not required for learning long-distance dependencies.
A theory that requires fewer assumptions to achieve its goals is to be preferred over one that
requires more assumptions. In fact, we can say that we have successfully factored the problem:
by keeping track of order, and not distance, long-distance dependencies of a particular sort can
be learned. Similarity is now a distinct factor to be studied separately.

7.3 Tiers

The proposal made here, like the Search proposals (Nevins 2005, Reiss and Mailhot 2007, Samuels
2009), does not require an independent theory of phonological tiers. After its introduction as an
insightful means for analyzing tonal patterns (Goldsmith 1976), the notion of a phonological tier
has played a major role in understanding nonlocal segmental interactions (McCarthy 1979, 1986,
Poser 1982, Archangeli and Pulleyblank 1989, 1994). Although tiers for every feature have been

31 The approach here is probably most similar to Pulleyblank’s (2002) approach, which does allow constraints of
the form *x . . . y operating on a particular tier.
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proposed (e.g., what Hayes (1990) calls the ‘‘bottlebrush’’ theory), most proposals aim to constrain
what counts as a tier in some principled way (e.g., Clements 1985, Sagey 1986, Mester 1988).

Recent approaches to learning long-distance phonotactic patterns employ phonological tiers
(Ellison 1991, Hayes and Wilson 2008, Goldsmith and Xanthos 2009, Goldsmith and Riggle, to
appear). The idea here is straightforward: the Navajo word +ite�Ç ‘they (dual) are lying’ has the
representation in (21): a melodic tier and, for example, a strident tier.

(21) strident + Ç
� �

melodic + i t e� Ç ‘they (dual) are lying’

Stridents on the melodic tier project to the strident tier but nonstridents do not. On the strident
tier, the segments [+] and [Ç] are essentially adjacent, as no stridents intervene between them.
Another way of putting it is, nonstridents aside, the distribution of stridents can be described
with a strictly 2-local pattern. I will refer to approaches like this one as tier-based bigram learners.

Tier-based bigram learners require an independent theory of tiers. This theory could provide
the tiers antecedently, as is explicitly assumed in the learners of Ellison (1994) and Hayes and
Wilson (2008). Or this theory could aim to learn them, perhaps along the lines proposed by
Goldsmith and Xanthos (2009).

Whatever the theory of tiers is, it ought to be clear that tier-based bigram learners depend
on its existence. On the other hand, precedence-based learning requires no independent theory
of tiers. Again, all things being equal, a theory with fewer assumptions is to be preferred over
one with more assumptions.

As is often the case, however, all things are not equal. One characteristic of tier-based bigram
learners is that they can learn LDP-with-blocking patterns. This is because strictly 2-local patterns
uncontroversially admit blocking effects. To see this, consider a word from the hypothetical LDP-
with-blocking pattern discussed earlier.

(22) strident s z +
� � �

melodic s o t o z o + (hypothetical)

If the tier-based bigram learner obtains a strident tier, then it should have no difficulty learning
this LDP-with-blocking pattern. At the level of representation of the strident tier, the distribution
of the segments is describable exactly with a strictly 2-local pattern—that is, bigrams. The relevant
fragment of this grammar is �ss, ++, sz, zs, +z, z+ �.

It follows that tier-based bigram learners can learn LDP patterns derivable from LDD. For
example, in Latin, assuming that a liquid tier has been either discovered or given, the liquid
dissimilation pattern can be described by the strictly 2-local grammar �rl, lr, rr� over this tier.
This is in contrast to what we have seen with precedence-based learning, which cannot learn any
LDP with blocking.

If a bona fide case of LDP (or LDA) with blocking is discovered, this will be a point in
favor of tier-based bigram learning approaches. Without this result, it is more difficult to decide
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which situation is more desirable. Tier-based approaches to learning can learn all attested patterns,
as well as an unattested class of patterns. On the other hand, precedence-based learners learn
LDP derivable from LDA but not LDP derivable from LDD. As mentioned in section 4.6, perhaps
the constraints in LDD cases are best described with constraints like *l . . . l, but the optimal
surface forms (by some calculation) violate such constraints (e.g., Latin litor-alis ‘of the shore’).
The issue is not likely to be settled soon, but I think the fact that precedence-based learning is
not contingent upon an independent theory of tiers is a distinct advantage, even if it is unable at
present to account for the learnability of LDP derived from LDD.

8 Conclusion

A learner that generalizes with respect to the order of sounds, but ignores the distance between
sounds, can learn attested LDP patterns efficiently and easily, from surface forms alone. The
learner does not require independent theories of similarity or of phonological tiers (contra the
model in Hayes and Wilson 2008).

Importantly, the precedence learner fails to learn LDP patterns with blocking. This provides
a reason why LDP cases derivable from LDA cases never exhibit blocking: such patterns, even
if they exist in the learning environment, cannot be discovered by the learner. It follows that if
people generalize in the manner suggested, it explains not only this aspect of the typology, but
also the nature of the attested types of LDP. As noted, such an explanation is typically not available
in OT or P&P frameworks since the character of the typology is divorced from current learning
proposals (Dresher 1999, Heinz 2009).

This result also lends support to the hypothesis that LDP patterns are phenomenologically
distinct from feature-spreading patterns, contra Gafos 1999. This is because feature-spreading
patterns uncontroversially admit blocking effects, whose absence from the typology of LDA now
has a principled basis.

Precedence learners also cannot learn cooccurrence restrictions. This is indicative of the
modular organization of the whole phonotactic-learning mechanism. At a minimum, the complete
phonotactic learner requires one module for learning cooccurrence restrictions (strictly local pat-
terns) and another module for learning long-distance patterns (precedence patterns, strictly piece-
wise patterns). This result follows in part from a research methodology that aims to factor the
learning problem by understanding the contribution individual factors can make to learning. Other
recent work that factors the learning problem includes the work reported in Heinz 2009 and Tesar,
to appear.

In addition to the research directions suggested in section 7, there are several open questions
of interest. First, it remains to be seen how the ideas presented here can be adapted to learn
patterns of alternations as opposed to patterns over sets of strings. Second, it would be interesting
to see where phonotactic patterns derivable from vowel harmony patterns fall in the subregular
hierarchy, and whether any fall into the class of precedence languages. Third, it would be interest-
ing to know whether language acquisition experiments confirm whether humans actually general-
ize in the way suggested by the precedence learner.
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Cristià, Alejandrina, and Amanda Seidl. 2008. Phonological features in infants’ phonotactic learning: Evi-

dence from artificial grammar learning. Language, Learning, and Development 4:203–227.
Dresher, Elan. 1999. Charting the learning path: Cues to parameter setting. Linguistic Inquiry 30:27–67.
Dresher, Elan, and Jonathan Kaye. 1990. A computational learning model for metrical phonology. Cognition

34:137–195.
Eisner, Jason. 1997. Efficient generation in primitive Optimality Theory. In Proceedings of the 35th Annual

ACL and 8th EACL, 313–320. Madrid. Available at http://www.aclweb.org/anthology/P/P97/P97
-1040.pdf.

Ellison, T. Mark. 1991. The iterative learning of phonological constraints. Ms., University of Western
Australia, Perth.

Ellison, T. Mark. 1994. Phonological derivation in Optimality Theory. In COLING 94, vol. 2, 1007–1013.
Kyoto, Japan. Available at http://www.aclweb.org/anthology/C/C94/C94-2163.pdf.

Finley, Sara. 2008. The formal and cognitive restrictions on vowel harmony. Doctoral dissertation, Johns
Hopkins University, Baltimore, MD.

Fountain, Amy. 1998. An Optimality Theoretic account of Navajo prefixal syllables. Doctoral dissertation,
University of Arizona, Tucson.

Frank, Robert, and Giorgio Satta. 1998. Optimality Theory and the generative complexity of constraint
violability. Computational Linguistics 24:307–315.

Friederici, Angela, and Jeanine Wessels. 1993. Phonotactic knowledge of word boundaries and its use in
infant speech perception. Perception and Psychophysics 54:287–295.

Gafos, Adamantios. 1999. The articulatory basis of locality in phonology. New York: Garland.
Gafos, Adamantios, and Stefan Benus. 2003. On neutral vowels in Hungarian. In Proceedings of the 15th

International Congress of Phonetic Sciences, Barcelona, 3–9 August 2003, ed. by Maria-Josep Solé,
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